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xii Foreword

DES was based on symmetric key cryptography. In this method, the same key was used for
encryption and decryption. Therefore, both the sender and the receiver had to know and agree about the
key in advance. This posed a serious problem in the Internet world where many users were expected to
send/receive messages to/from a server in a secure fashion. How should the keys for each pair be
determined, exchanged and kept a secret?

RSA solved this problem by designing a key pair: one for encryption and the other for decryption. In
fact, 1f a message 15 encrypted by one key, only the other key in a pair can decrypt it. The concept was
based on the idea that it is virtually impossible to factor the product of two very large prime numbers
(e.g., with 100 or more digits each). In RS A, two very large prime numbers can be used as a key pair: one
as a public key and the other one as a private key. In fact, the entire security infrastructure was built on
the Public Key Cryptography (PKC) concept and was called Public Key Infrastructure (PKI).

RSA was designed by Rivest, Shamir and Adleman. They posed a challenge and declared a reward of
$100 for anyone who would decrypt the message, which they had encrypted. This was published in 1997
by Martin Gardner in Scientific American in a widely read column, Mathematical Games, which he
edited. It was estimated that even using the most powerful computers available at that time, it would take
about 40 quadrillion years to decrypt this message!! Later in 1978, RSA formally introduced the PKC
System.

With the growth of the Internet, the need for secure data transmission increased manyfold. In fact, it
became a pre-condition to the usage of the Internet for business transactions. In 2002 alone, security
related frauds cost businesses about 6 billion US dollars. Security, therefore, 1s a major concern in the
Internet world—especially for financial transactions.

It is on this backdrop that the current text is extremely important. It is virtually impossible to architect
a web-based software system without taking into account the security concemns. This book is, therefore,
quite timely. There are a few books available in the market on the same topic, but, in my opinion, the
current text stands out due to its simplicity. The book can be understood by virtually anybody who has
some fundamental understanding of computing environments. The language is lucid and the book has a
number of diagrams to enhance the comprehension. Interestingly, despite its simplicity, it does not lose
its rigor and depth. Therefore, I feel that this book will be of tremendous value not only to the students
who can use it as a text but also for software managers and software architects who can use it as a
reference guide.

I have been lucky enough to have co-authored a book called Web Technologies with Atul. I think he 1s
one of the most intelligent, systematic and thorough individuals whom I have met in my career. Despite
his technical excellence, he 15 guite unassuming which 1 value the most. I have observed that he has
many other interests than just technology, music and cricket being some of them. He is regarded as an
authentic cricket statistician. And above all, [ find him extremely humane which I think, makes him one
of the finest human beings in the ultimate analysis.,

It has been a great pleasure knowing him and working with him. I wish him all the very best in his
future endeavours.

AcHyut S GODBOLE

CEO—Apar Technologies, Mumbai

(Author of Operating Systems, Data Communications and Networks,
and Web Technologies, all published by Tata McGraw-Hill)




Note of Appreciation

Information security has become a very critical aspect of modern computing systems. With the global
acceptance of the Internet, virtually every computer in the world today is connected to every other.
While this has created tremendous productivity and unprecedented opportunities in the world we live in,
it has also created new risks for the users of these computers. The users, businesses and organisations
worldwide have to live with a constant threat from hackers and attackers, who use a variety of techniques
and tools in order to break into computer systems, steal information, change data and cause havoc.

It is in this context that Atul Kahate me up with his second book: Cryptegraphy and Network Security.
Atul’s knowledge is not only based on serious study and research but also in hands-on solving of the
challenges encountered in real-life situations, dealing with Public Key Infrastructure (PKI) and related
areas for building and testing cryptography and security in complex software systems. The 1-flex Centre
of Excellence (COE) for Payment Systems, Pune, India, has given Atul a suitable environment for his
study and research for most of the last six years.

Acquiring and developing knowledge is a great achievement. Sharing it in a fashion that would help
all others understand 1t is even better. It is a very tedious, time-consuming and difficult task to explain
something that vou know, in a useful manner to others. Atul has achieved the same by putting his
knowledge in a logical and practical manner, resulting in this comprehensive book on the subject. Atul
had earlier co-authored a book on Web Technologies (also published by Tata McGraw-Hill), which
attracted very good feedback.

We, at i-flex, are extremely happy and proud of Atul’s achievement of completing this book as well as
many others on computer technology. 1 am quite sure that he would author many more books in the
future. Apart from the depth of coverage, broad areas of topics discussed, the two features that enable
this book to stand out are the lucid language and the illustrative approach. The step-by-step fashion in
which Atul has dealt with the complex topics of Cryptography and Security would no doubt help the
reader understand all the key concepts with ease. I am guite sure that the book would be of a great help
to all students, teachers and IT professionals at various levels.

This also goes on to show that one must not restrict one’s activities to mundane tasks that we usually
end up carrying out on any working day. If we put a little more effort and have higher aims, we all can
excel in different aspects of our profession (and even outside of our professional boundaries).

Omn behalf of all of us at i-flex solutions, [ wish Atul a grand success with this book,

RaJesH HUkkU
Chairman
i-flex solutions limited



Preface to the Second Edition

Having worked in the area of Information Technology for about six years (in 2001), I had read a lot about
information security, and how to achieve it. However, my concepts were vague, and 1 knew the
technology of security in bits and pieces. This was quite annoying, as it never gave a feeling of
satisfaction. It was as if [ did not know the complete picture. For example, I did know that number
systems played an important role in cryptography, but did not know how much I should know about
them to understand the concepts thoroughly. Similarly, I knew that digital certificates and Public Key
Infrastructure (PKI) were quite wonderful technologies, but knew only to some extent as to how they
worked. Numerous other examples can be given,

Then I got an opportunity to lead an information security project in i-flex solutions limited. 1 knew
that I could learn a lot simply by working on that project. However, I also felt very strongly that until I
was thorough with all the aspects of computer security/cryptography myself, I would not be able to do
true justice to this project. It was for this reason that I took up the task of studying each and every aspect
of these technologies. Unfortunately, there were a lot of hurdles. The main hurdle was that there was not
a single book that explained all that I wanted, and more importantly, in the manner that [ wanted. My
colleagues in the project also expressed this feeling on many occasions. The information available was
scattered, quite complex to understand, and not explained to the level that makes one completely
understand what is going on.

The struggle for learning was quite wonderful! However, it also convinced me that [ should make an
attempt to explain what I know, in a very simple manner, so that others who venture into this area do not
have 1o struggle the way I did. This is perhaps the main intention behind this book. In simple terms, it is
something, which makes me feel, “if only such a book were available when [ started exploring and
learning about security/cryptography’. The biggest satisfaction will be if and when readers in similar
situations, feel contented after reading this book.

The first edition of this book was published in early 2003. At that time, there were very few books on
the subject, and the ones that existed were quite complex to comprehend. Hence, 1 had made a genuine
attempt to simplify the subject to the maximum possible extent. I had not written the book with any
specific aims of addressing the needs of some syllabi. I had written it in a manner that I felt made
understanding the subject very easy, more than anything else. To my surpnse, in the last four and half
years, not only has the book been used in almost all syllabi in India and many other countries, but in
addition, several syllabi/courses have been designed around this book. This has reinforced my belief that
the sequencing and structuring of the contents of the book is largely correct. This belief has been
graciously greeted by the readers of the first edition of the book, which has seen 8 reprints, an
international edition, and a Chinese translation, too!




You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



xxiv Important Terms and Abbreviations
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Interruption Attacker creating a situation where the availability of a system is in danger. Same as
Masquerade.

IP Security (IPSec) Protocol to encrypt messages at the network layer.

Issuer Bank/financial institution that facilitates a cardhoider to make credit card payments on the Internet.

Java applet  Small client-side program that gets downloaded along with a Web page, and executes inside the
browser. This is a Sun technology. Java applets are somewhat similar to ActiveX controls.

Java Cryplography Architecture (JCA) Java's cryptography mechanism, in the form of APIs.

Java Cryptography Extensions (JCE) Java's cryptography mechanism, in the form of APIs.

Kerberos Single Sign On (S50) mechanism, that allows a user to have a single user id and password to
access multiple resources/systems,

Key The secret information in a cryptographic operation.

Key Distribution Center (KDC) A central authority dealing with keys for individual computers (nodes) in
a computer network.

Key wrapping See Digital envelope.

Known plaintext attack  In this case, the attacker knows about some pairs of plain text and corresponding
cipher text for those pairs. Using this information, the attacker tries to find other pairs, and therefore, know
more and more of the plain text,

Lightweight Directory Access Protocol (LDAP) Protocol that allows easy storage and retrieval of
information at/from a central place,

Linear crypianalysis  An attack based on linear approximations.

Lucifer One symmetric key encryption algorithm.

Man-in-the-middle attack A form of attack in which the attacker intercepts the communication between
two parties, and fools them to believe that they are communicating with each other, whereas they actoally
communicate with the aitacker. Same as bucket brigade artack.

Masquerade Attacker creating a situation where the availability of a system is in danger. Same as
Interruption.

MD5 Message digest algorithm, now seems vulnerable to attacks.

Merchant Personforganization, who sets up an online shopping site, and accepts electronic payments.

Messape Authentication Code (MAC) See HMAC.

Message digest Finger print of a message, same as Hash. Identifies a message uniquely.

Microsoft Cryptography Application Programming Interface (MS-CAPI) Microsoft’s cryptography

mechanism, in the form of APIs.

Modification  Attack on a message where its contents are changed.

Mono-alphabetic Cipher Technique of encryption in which one plain text character is replaced with one

cipher text character, at a time.

Multi-factor authentication Authentication mechanism, which involves the party to be authenticated

concerned with multiple factors (e.g. know something, be something and have something).

Mutual authentication In mutual authentication, A and B both authenticate each other.

Network level attack  Security attacks attempted at the network/hardware level.

Non-repudiation  Provision whereby the sender of a message cannot refuse having sent it, later on, in the

case of a dispute.

One-Time Pad Considered very secure, this method involves the usage of a key, which is used only once

and then discarded forever.

One-time password Technology that authenticates user based on passwords that are generated dynamically,

used once, and then destroyed.

One-way authentication In this scheme, if there are two users A and B, B authenticates A, but A does not

authenticate B.




Important Terms and Abbreviations XXV

—rorr. T T na TEREE Sy L F TRy .

Online Certificate Status Protocol (OCSP) Online protocol to check the status of a digital certificate.
Output Feedback (OFB) Mode of chaining.

Packet filter Firewall that filters individual packets based on rules. Works at the network layer.

Passive attack Form of attack on security where the attacker does not make an attempt to change the
contents of the message.

Password Authentication mechanism that reguires a user to enter a secret piece of information (i.e. the
password) when challenged.

Password policy Statement outlining the structure, rules and mechanisms of passwords, in an organization.
Pharming Modifying the Domain Name System (DNS) so as to direct genuine URLs to false [P addresses
of attackers.

Phishing Technique used by attackers to fool innocent users into providing confidential/personal
information.

Plain text Messape in an understandablefreadable form, same as Clear texr.

Playfair Cipher A cryptographic technigue that is used for manual encryption of data. This scheme was
invented by Charles Wheatstone in 1854,

Polygram Substitution Cipher Technique of encryption where one block of plain text is replaced with
another, at a time,

Pretty Good Privacy (PGFP) Protocol for secure email communications, developed by Phil Zimmerman,
Privacy Enhanced Mail (PEM) Protocol for secure email communications, developed by Internet
Architecture Board (IAB).

Proaf Of Possession (POP) Establishing the proof that a user possesses the private key corresponding to
the public key, as specified in the user’s digital certificate.

Froxy server Type of firewall that filters packets at the application layer of TCP/IP stack. Same as
Application gateway or Bastion host.

Pseudocollision Specific case of collision in the MDS algorithm.

Psuedo-random number Random number generated using computers.

Public Key Cryptography Standards (PKCS) Standards developed by RSA Security Inc for the Public Key
Infrastructure (PKI) technology.

Public Key Infrastructure (PKI) Technology for implementing ansymmetric key cryptography, with the
help of message digests, digital signatures, encryption and digital certificates.

Public Key Infrastructure X.509 (PKIX) Model to implement PKI.

Rail Fence Technigue Example of transposition technique,

RCS5 Symmetric key block encryption algorithm, invelving variable length keys.

Reference monitor Central entity, which is responsible for all the decisions related to access control of
computer systems.

Registration Authority (RA) Agency that takes some of the jobs of a Certification Authority (CA) on itself,
and helps the CA in many ways.

Replay attack Form of attack wherein an attacker gets hold of a legal message, and attempts a re-
transmission of the same at a later point of time.

Replay attack  Attack on a system wherein the attacker gets hold of a message, and attempts to re-send it,
hoping that the receiver does not detect this as a message sent twice.

Roaming certificate Digital certificate, which can be carried along as users move from one computer/
location to another.

RSA algorithm  Asymmetric key algorithm, widely used for encryption and digital signatures.

Running Key Cipher Techique where some portion of text from a book is used as the key.

Secure Electronic Transaction (SET) Protocol developed jointly by MasterCard, Visa and many other
companies for secure credit card payments on the Internet.
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Secure MIME (S/MIME} Protocol that adds security to the basic Multipurpose Internet Mail Extensions
(MIME) protocol. |

Secure Socket Layer (85L) Protocol developed by Netscape communications for secure exchange of
information between a Web browser and a Web server over the Internet,

Self-signed certificate  Digital certificate, wherein the subject name and the issuer name are the same, and is
signed by the issuer (which is also the subject). Usually the case only with CA certificates.

SHA Message digest algorithm, now preferred as the standard algorithm of choice.

Signed Java applet Technology to make Java applets more trustworthy.

Simple Certificate Validation protocol (SCVFP) Enhancement of the basic Online Certificate Status
Protocol (OCSP). Allows checks other than only the status of the certificate, unlike OCSP.

Simple Columnar Transposition Technigue Variation of the basic transposition technique such as Rail
Fence Technique.

Simple Columnar Transposition Technigque with multiple rounds Variation of Simple Columnar
Transposition Technique.

Single Sign On (580) Technology providing the users a single user id and password to access multiple
systems/applications.

Stream cipher Technique encrypting one bit at a time.

Substitution Cipher Cryptographic technique involving the replacement of plain text characters with other
characters.

Symmetric Key Cryptography Cryptographic technique where the same key is used for encryption and
decryption operations.

Time Stamping Authority (TSA) Notary-like authority, which can vouch for the availability/creation of a
digital document at a particular point of time. :

Time Stamping Protocol (TSP) Protocol using which a Time Stamping Authority (TSP) vouces for the
availability/creation of a digital document at a particular point of time.

Time-based token Type of authentication token,

Traffic analysis Mechanism whereby an attacker examines the packets moving across a network, and uses
this information to launch an attack.

Transport Layer Security (TLS) Protocol similar to SSL.

Transposition Cipher Cryptographic technigue involving the re-arrangement of plain text characters in
some other form.

Triple DES Modified version of DES, involves 128-bit or 168-bit keys.

Trojan horse Small program that does not attempt to delete anything on the user’s disk, but instead,
replicates itself on the computer/networks. i

Trusted system Computer system that can be trusted to a certain extent in terms of :rr-plemenUng the
designated security policy.

Vernam Cipher See One-time pad.

Virtual Private Network (VPN) Technology that makes use of the existing Internet as a private network,
using cryptographic techniques.

Virus Small program that causes harm to a user’s computer and performs destructive activities.

Wireless Transport Layer Security (WTLS) Layer in WAP for facilitating secure communications between
a client and a server.

Worm Small program, which does not damage a computer/network, but consumes resources, slowing it
down considerably.

X. 500 Standard name for the LDAP technology.

X509 Format for digital certificate contents and structure,

XML digital signatures Technology that allows signing of specific portions of a message.
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E 1.1 Introduction

This is a book on network and Internet security. Before we understand the various concepts and technical issues
related to security (i.e. trying to understand how to protect), it is essential to know what we are trying to
protect. The various dangers when we use computers, computer networks and the biggest network of
them all, the Internet and the likely pitfalls. The consequences of not seting up the right security policies,
framework and technology implementations. This chapter attempts to clarify these basic concepts.

We start with a discussion of the basic question: Why is security required in the first place? People
sometimes say that security is like statistics: the extent of data it reveals is trivial, the extent of data it
conceals is vital! In other words, the right security infrastructure opens up just enough doors that are
mandatory. It protects everything else. We discuss a few real-life incidents that should prove beyond
doubt that security cannot simply be compromised. Especially these days when serious business and
other types of transactions are being conducted over the Internet to such a large extent, inadeguate or
improper security mechanisms can bring the whole business down or play havoc with people's lives!

We then discuss the key principles of security. These principles help us identify the various areas,
which are crucial while determining the security threats and possible solutions to tackle them. Since
electronic documents and messages are now becoming equivalent to paper documents in terms of their
legal validity and binding, we examine the various implications in this regard.

This is followed by a discussion of the types of attacks. There are certain theoretical concepts
associated with attacks and there is a practical side to it as well. We shall discuss all these aspects.

Finally, we discuss some modern security problems. This will pave the way for further discussions of
network and Internet security concepts.

@ 12 The Need for Security
1.2.1 Basic Concepts

Most initial computer applications had no or at best, very little security. This continued for a number of
years until the importance of data was truly realized. Until then, computer data was considered to be
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8 Cryptography and Network Security

A Secret b 8

- Fig. 1.4  Loss of confidentiality

shall use the term A to mean the user A, B to mean wser B, etc. although we shall just show the
computers of user A, B, etc.). Another user C gets access to this message, which is not desired and
therefore, defeats the purpose of confidentiality. Example of this could be a confidential email message
sent by A to B, which is accessed by C without the permission or knowledge of A and B. This type of
attack is called as interception.

Interception causes loss of message confidentiality.

1.4.2 Authentication

Authentication mechanisms help establish proof of identities. The authentication process ensures that
the origin of a electronic message or document is correctly identified. For instance, suppose that user C
sends an electronic document over the Internet to user B. However, the trouble is that user C had posed
as user A when she sent this document to user B. How would user B know that the message has come
from user C, who is posing as user A? A real life example of this could be the case of a user C, posing as
user A, sending a funds transfer request (from A’s account to C's account) to bank B. The bank might
happily transfer the funds from A's account to C’s account — after all, it would think that user A has
requested for the funds transfer! This concept is shown in Fig. 1.5. This type of attack is called as
fabrication.

Fabrication is possible in absence of proper authentication mechanisms.

1.4.3 Integrity

When the contents of a message are changed after the sender sends it, but before it reaches the intended
recipient, we say that the integrity of the message is lost. For example, suppose you write a check for
$100 to pay for the goods bought from the US. However, when you see your next account statement, you
are startled to see that the check resulted in a payment of $1000! This is the case for loss of message
integrity. Conceptually, this is shown in Fig. 1.6. Here, user C tampers with a message originally sent by
user A, which is actually destined for user B. User C somehow manages to access it, change its contents
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and send the changed message to user B. User B has no way of knowing that the contents of the message
were changed after user A had sent it. User A also does not know about this change. This type of attack
is called as modification.

Ideal roule of the message

A B
um-,,-L_x_

Transfer Teanifor
3100 $ 1000
oD Actual route of the message toC

C

I Fig. 1.6  Loss of integrity

Modification causes loss of message integrity.

1.4.4 Non-repudiation

There are situations where a user sends a message and later on refuses that she had sent that message. For
instance, user A could send a funds transfer request to bank B over the Internet. After the bank performs
the funds transfer as per A's instructions, A could claim that she never sent the funds transfer instruction
to the bank! Thus, A repudiates or denies, her funds transfer instruction. The principle of non-
repudiation defeats such possibilities of denying something, having done it. This is shown in Fig. 1.7.

Non-repudiation does not allow the sender of a message to refiite the claim of not sending
that message.
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| never sent that message,
which you claim to have
A received B

=] | =

= Fig. 1.7 Establishing non-repudiation

1.4.5 Access Control

The principle of access control determines who should be able to access what. For instance, we should
be able to specify that user A can view the records in a database, but cannot update them. However, user
B might be allowed to make updates as well. An access control mechanism can be set up to ensure this,
Access control is broadly related to two areas: role management and rule management. Role
management concentrates on the user side (which user can do what), whereas rule management focuses
on the resources side (which resource is accessible and under what circumstances). Based on the
decisions taken here, an access control matnix i1s prepared, which lists the users against a list of items
they can access (e.g. it can say that user A can write to file X, but can only update files Y and Z). An
Access Control List (ACL) is a subset of an access control matrix.

Access control specifies and controls who can access what.

1.4.6 Availability

The principle of availability states that resources (i.e. information) should be available to authorized
parties at all times. For example, due to the intentional actions of an unauthorized user C, an authorized
user A may not be able to contact a server computer B, as shown in Fig. 1.8. This would defeat the
principle of availability. Such an attack is called as interruption.

phigss | .

I Fig. 1.8 Attack on availability

Interruption puts the availability of resources in danger.
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We may be aware of the traditional OS] standard for Network Model (titled OSI Network
Model 7498-1), which describes the seven layers of the networking technology (application,
presentation, session, transport, network, data link and physical). A very less known standard on similar

lines is the OSI standard for Security Model (titled OSI Security Model 7498-2). This also defines
seven layers of security in the form of:

* Authentication
* Access control
* Non repudiation
¥ » Data integrity
* Confidentiality
* Assurance or Availability
» Notarization or Signature

We shall be discussing upon most of these topics in this book.

Having explained the various principles of security, let us now discuss the various types of attacks
that are possible, from a technical perspective,

1.4.7 Ethical and Legal Issues

Many ethical and legal issues in computer security systems seem to be in the area of the individual’s
right to privacy versus the greater good of a larger entity (e.g. a company, society, etc.) For example,
tracking how employees use computers, crowd surveillance, managing customer profiles, tracking a
person’s travel with a passport, location tracking so as to spam cell phone with text message
advertisements and so on. A key concept in resolving this issue is to find out is a person’s expectation of
privacy.

Classically, the ethical issues in security systems are classified into the following four categories:

* Privacy — This deals with the nght of an individual to control persenal information.

* Accuracy — This talks about the responsibility for the authenticity, fidelity and accuracy of
information.

* Property — Here we find out the owner of the information. We also talk about who controls access.

* Accessibility — This deals with the issue of the type of information an organization has the right to
collect. And in that situation, it also expects to know the measures which will safeguard against
any unforeseen eventualities.

Privacy is the protection of personal or sensitive information. Individual privacy is the desire to be left
alone as an extension of our personal space and may or may not be supported by local regulations or
laws. Privacy is subjective. Different people have different ideas of what privacy is and how much
privacy they will trade for safety or convenience.

When dealing with legal issues, we need to remember that there 1s a hierarchy of regulatory bodies
that govern the legality of information security. We can roughly classify them as follows.

* International: e.g. International Cybercrime Treaty
» Federal: e.g. FERPA, GLB. HIPAA, DMCA, Teach Act, Patriot Act, Sarbanes-Oxley Act, elc.

« State: e.g. UCITA, SB 1386, etc.
* Organization: e.g. Computer use policy
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E 1.5 Types of Attacks

We shall classify attacks with respect to two views: the common person’s view and a technologist’s view.,

1.5.1 Attacks: A General View

From a common person'’s point of view, we can classify attacks into three categories, as showp in
Fig. 1.9.

Type of atlacks as understood
by a common person

Criminal attacks Pubticily aftacks Legal attacks

b Fig. 1.9 Classification of attacks as understood in general terms

Let us now discuss these attacks.

Criminal Attacks Criminal attacks are the simplest to understand. Here, the sole aim of the attackers
15 to maximize financial gain by attacking computer systems. Table 1.1 lists some forms of criminal
attacks.

Publicity Attacks Publicity attacks occur because the attackers want to see their names appear on
television news channels and newspapers. History suggests that these types of attackers are usually not
hardcore criminals. They are people such as students in universities or employees in large organizations,
who seek publicity by adopting a novel approach of attacking computer systems.

One form of publicity attacks is to damage (or deface) the Web pages of a site by attacking it. One of
the most famous such attacks occurred on the US Department of Justice's Web site in 1996. The New
York Times home page was also famously defaced two years later,

Legal Attacks This form of attack is quite novel and unique. Here, the attacker tries to make the judge
or the jury doubtful about the security of a computer system. This works as follows. The attacker attacks
the computer system and the attacked party (say a bank or an orgamization) manages to take the attacker
to the court. While the case is being fought, the attacker tries to convince the judge and the jury that there
is inherent weakness in the computer system and that she has done nothing wrongful. The aim of the
attacker 1s to exploit the weakness of the judge and the jury in technology matters.

For example, an attacker may sue a bank for a performing an online transaction, which she never
wanted to perform. In court, she could innocently say something like The bank's Web site asked me to

enter a password and that is all that I provided; | do not know what happened thereafter. A judge 1s
likely to sympathize with the attacker!
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Table 1.1 Types of Criminal Attacks

Attack

Description

Fraud

Scams

Destruction

Identity theft

Intellectual property theft

Brand theft

Modern fraud attacks concentrate on manipulating some aspects of
electronic currency, credit cards, electronic stock certificates, checks,
letters of credit, purchase orders, ATMs, etc,

Scams come in various forms, some of the most common ones being sale
of services, auctions, multi-level marketing schemes, general merchandise
and business opportunities, etc. People are enticed to send money in return
of great profits, but end up losing their money. A very common example is
the Nigeria scam, where an email from Nigeria (and other African
countrics) entices people to deposit money into a bank gecount with a
promise of hefty gains. Whosoever gets caught in this scam loses money
heavily.

Some sort of grudge is the motive behind such attacks. For example,
unhappy employees attack their own organization, whereas terrorists strike
at much bigger levels. For example, in the year 2000, there was an attack
against popular Internet sites such as Yahoo!, CNN, eBay, Buy.com,
Amazon.com and e*Trade where authorized users of these sites failed to
log in or access these siles,

This is best understood with a quote from Bruce Schneier: Why steal from
someone when vou can just become that person? In other words, an
attacker does not steal anything from a legitimate user — he becomes that
legitimate user! For example, it is much easier to manage to get the
password of someone else’s bank account or to actually be able to get a
credit card on someone else’s name. Then that privilege can be misused
until it gets detected.

Intellectual property theft ranges from stealing companies’ trade secrets,
databases, digital music and videos, electronic documents and books,
software and so on.

It is quite easy to set up fake Web sites that look like real Web sites. How
would a common user know if she is visiting the HDFC Bank site or an
attacker’s site? Innocent users end up providing their secrets and personal
details on these fake sites to the atackers. The attackers use these details to
then access the real site, causing an identity theft.

1.5.2 Attacks: A Technical View

From the technical point of view, we can classify the types of attacks on computers and network systems
into two categories for better understanding: (a) Theoretical concepts behind these attacks and (b)
Practical approaches used by the attackers. Let us discuss these one-by-one.

Theoretical Concepts As we discussed earlier, the principles of security face threat from various
attacks. These attacks are generally classified into four categories, as mentioned earlier. They are:

* Interception — Discussed in the context of confidentiality, earlier. It means that an unauthorized
party has gained access to a resource. The party can be a person, program or computer-based
system. Examples of interception are copying of data or programs and listening to network traffic.
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* Fabrication — Discussed in the context of authentication, earlier. This involves creation of illegal
objects on a computer system. For example, the attacker may add fake records to a database,

+ Modification — Discussed in the context of integriry, earlier. For example the attacker may modify
the values in a database.

* Interruption — Discussed in the context of availability, earlier. Here, the resource becomes
unavailable, lost or unusable. Examples of interruption are causing problems to a hardware device,
erasing program, data or operating system components,

These attacks are further grouped into two
types: passive attacks and active attacks, as
shown in Fig. 1.10.

Let us discuss these two types of attacks now.

Altacks

Passive attacks Passive attacks are those,
wherein the attacker indulges in eavesdropping or
monitoring of data transmission. In other words, Passive attacks Active attacks
the attacker aims to obtain information that is in
transit. The term passive indicates that the attacker
does not attempt to perform any modifications to
the data. In fact, this is also why passive attacks are harder to detect. Thus, the general approach to deal
with passive attacks is to think about prevention, rather than detection or corrective actions.

- Fig. 1.10 Types of attacks

Passive attacks do not invelve any modifications to the contents of an original message.

Figure 1.11 shows further classification of passive attacks into two sub-categories. These categories
are namely, release of message contents and traffic analysis.

Passive attacks (Interception)

Release of message contents Traffic analysis

F-Fig. 1.11  Passive attacks

Release of message contents is quite simple to understand. When we send a confidential email
message to our friend, we desire that only she be able to access it. Otherwise, the contents of the message
are released against our wishes to someone else. Using certain security mechanisms, we can prevent
release of message contents. For example, we can encode messages using a code language, so that only
the desired parties understand the contents of a message, because only they know the code language.
However, if many such messages are passing through, a passive attacker could try to figure out
similarities between them to come up with some sort of pattern that provides her some clues regarding
the communication that is taking place. Such attemnpis of analyzing (encoded) messages to come up with
likely patterns are the work of the traffic analysis attack.
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Active attacks Unlike passive attacks, the active attacks are based on modification of the original
message in some manner or the creation of a false message. These attacks cannot be prevented easily.
However, they can be detected with some effort and attempts can be made to recover from them. These
attacks can be in the form of interruption, modification and fabrication.

In active attacks, the contenis of the original message are modified in some way,

* Trying to pose as another entity involves masquerade attacks.
» Modification attacks can be classified further into replay attacks and alteration of messages.
» Fabrication causes Denial Of Service (DOS) attacks.

This classification is shown in Fig. 1.12.

Active alttacks
Interruption o Fabrication
{Masquerade) Modification {Denial Of Service-DOS)
Replay attacks Alterations

k- Fig. 1.12  Active attacks

Masquerade 1s caused when an unauthorized entity pretends to be another entity. As we have seen,
user C might pose as user A and send a message to user B. User B might be led to believe that the
message indeed came from user A. In masquerade attacks, an entity poses as another entity. In
masquerade attacks, usually some other forms of active attacks are also embedded. As an instance, the
attack may involve capturing the user’s authentication sequence (e.g. user ID and password). Later,
those details can be replayed to gain illegal access to the computer system.

In a replay arttack, a user captures a sequence of events or some data units and re-sends them. For
instance, suppose user A wants to transfer some amount to user C's bank account. Both users A and C
have accounts with bank B. User A might send an electronic message to bank B, requesting for the funds
transfer. User C could capture this message and send a second copy of the same to bank B. Bank B would
have no idea that this is an unauthorized message and would treat this as a second and different, funds
transfer request from user A. Therefore, user C would get the benefit of the funds transfer twice: once
authorized, once through a replay attack.

Alteration of messages involves some change to the original message. For instance, suppose user A
sends an electronic message Transfer $1000 to D's account to bank B. User C might capture this and
change it to Transfer 310000 to C'’s account.
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This chapter introduces the basic concepts in cryptography. Our aim will be to demystify all the
complicated terms related to this technology. After we are through with this chapter, we shall be ready to
understand computer-based security solutions and issues that follow in later chapters.

Cryptography is the art and science of achieving security by encoding messages to make

them non-readable.

Figure 2.1 shows the conceptual view of cryptography.

This is a book on
network and
Internet security

Readable message

Cryptographic

system

|
This process is
systemalic and
well-stuctured

R#5 %"&"m,:p0-
S891@"%S$ihniO0
-§557

Unreadable message

k- Fig. 2.1 Cryptographic system

Some more terms need to be introduced in this context.

Cryptanalysis is the technique of decoding messages from a non-readable format back to
readable formar without knowing how they were initially converted from readable format 1o

non-readable format.
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In other words, it is like breaking a code. This concept is shown in Fig. 2.2.

L
| :
o This is a book on
R#5 % &"m,.p0-
S891@%S$jhnI00 )| network and
@25555-} " Cryptanalysis Internet security
Unreadable message , Readable message
This process is
inal-and-error
based

I Fig. 2.2 Cryptanalysis
Cryptology is a combination of cryptography and crvptanalysis.

This concept is shown in Fig. 2.3.

Cryptography

+ = Cryptology

Cryptanalysis

k- Fig. 2.3 Cryptography + Cryptanalysis = Cryptology

In the early days, cryptography used to be performed by using manual technigues. The basic
framework of performing cryptography has remained more or less the same, of course, with a lot of
improvements in the actual implementation. More importantly, computers now perform these
cryptographic functions/algorithms, thus making the process a lot faster and secure. This chapter,
however, discusses the basic methods of achieving cryplography without referring to computers.

The basic concepts in cryptography are introduced first. We then proceed to discuss how we can make
- messages illegible and thus, secure. This can be done in many ways. We discuss all these approaches in
this chapter. Modern computer-based cryptography solutions have actually evolved based on these
premises. This chapter touches upon all these cryptographic algorithms. We also discuss the relative
advantages and disadvantages of the various algorithms, as and when applicable.

Some cryptographic algorithms are very trivial to understand, replicate and therefore, crack. Some
other cryptographic algorithms are highly complicated and therefore, difficull to crack. The rest are
somewhere in the middle. A detailed discussion of these is highly essential in cementing our concepts
that we shall keep referring to when we actually discuss computer-based cryptography solutions in later
chapters.
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@ 22 Plain Text and Cipher Text

Any communication in the language that we speak — that is the buman language, takes the form of plain
text or clear text. That is, a message in plain text can be understood by anybody knowing the language
as long as the message is not codified in any manner. For instance, when we speak with our family
members, friends or colleagues, we use plain text because we do not want to hide anything from them.
Suppose I say “Hi Anita”, it is plain text becanse both Anita and I know its meaning and intention. More
significantly, anybody in the same room would also get to hear these words and would know that [ am
greeting Anita.

Notably, we also use plain text during electronic conversations. For instance, when we send an email
to someone, we compose the email message using English (or these days, another) language. For
instance, I can compose the email message as shown in Fig. 2.4.

Hi Amit

Hope you are doing fine. How about meeting at the train station this Friday al 5 pm?
Please let me know if it is ok with you.

Regards.
Atul

V- Fig.2.4 Example of a plain text message

MNow, not only Amit, but also any other person who reads this email would know what | have written.
As before, this is simply because I am not using any codified language here. 1 have composed my email
message using plain English. This is another example of plain text, albeit in written form.

Clear text or plain text signifies a message that can be understood by the sender, the recipient
and also by anyone else who gets an access to that message.

In normal life, we do not bother much about the fact that someone could be overhearing us. In most
cases, that makes little difference to us because the person overhearing us can do little damage by using
the overheard information. After all, we do not reveal many secrets in our day-to-day lives.

However, there are situations where we are concerned about the secrecy of our conversations. For
instance, suppose that I am interested in knowing my bank account’s balance and hence I call up my
phone banker from my office. The phone banker would generally ask a secret question (e.g. What 15 your
grandmother’s maiden name?) whose answer only I know. This is to ascertain that someone else is not
posing as me. Now, when I give the answer to the secret question (e.g. Leela), | generally speak in low
voice or better yet, initially call up from a phone that is isolated. This ensures that only the intended
recipient (the phone banker) gets to know the correct answer.

On the same lines, suppose that my email to my friend Amit shown earlier is confidential for some
reason. Therefore, I do not want anyone else to understand what 1 have written even if she is able to
access the email by using some means, before it reaches Amit. How do [ ensure this? This is exactly the
problem that small children face. Many times, they want 1o communicate in such a manner that their
little secrets are hidden from the elderly. What do they do in order to achieve this? Usually the simplest
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trick that they use is a code language. For instance, they replace each alphabet in their conversation with
another one. As an example, they replace each alphabet with the alphabet that is actually three alphabets
down the order. So, each A will be replaced by D, B will be replaced by E, C will be replaced by F and
so on. To complete the cycle, each W will be replaced by Z, each X will be replaced by A, each Y will be
replaced by B and each Z will be replaced by C. We can summarize this scheme as shown in Fig. 2.5. The
first row shows the original alphabets and the second row shows what each original alphabet will be
replaced with.

AIB|I|CIDIE|F|G|H|I [J |KIL |[M|NIOJP|QIR|S T U[VIWIX[Y|Z
DIE|FIGIH|{I|J|K|ILIMINI|OIP |QIR|S|TIUIVIWIXIY|ZIA|B|IC

V- Fig. 2.5 A scheme for codifying messages by replacing each alphabet with an alphabet three
places down the line

Thus, using the scheme of replacing each alphabet with the one that is three places down the line, a
message [ love you shall become L ORYH BRX as shown in Fig. 2.6.

I L{O|V]E Y|O|U
L O(R|Y |H B|R |X

- Fig. 2.6 Codification using the alphabet replacement scheme

Of course, there can be many varants of such a scheme. It is not necessary to replace each alphabet
with the one that is three places down the line. It can be the one that is four, five or more places down the
line. The point is, however, that each alphabet in the original message can be replaced by another to hide
the original contents of the message. The codified message is called as cipher text. Cipher means a code
or a secret message.

When a plain text message is codified using any suitable scheme, the resulting message is
called as cipher rext.

Based on these concepts, let us put these terms into a diagrammatic representation, as shown in
Fig. 2.7.

Let us now write our original email message and the resulting cipher text by using the alphabet-
replacing scheme, as shown in Fig. 2.8, This will clarify the idea further.

As shown in Fig. 2.9, there are two primary ways in which a plain text message can be codified to
obtain the corresponding cipher text: Substitution and Transposition.

Let us discuss these two approaches now. Note that when the two approaches are used together, we
call the technique as product cipher.

2.3 Substitution Techniques
2.3.1 Caesar Cipher

The scheme explained earlier (of replacing an alphabet with the one three places down the line) was first
proposed by Julius Caesar and is termed as Caesar Cipher. It was the first example of substitution
cipher. In the substitution cipher technique, the characters of a plain text message are replaced by other
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Alice Tom Bob
A =g"modn A =¢"modn B =g"'modn
=73 mod 11 = 7% mod 11 = 7% mod 11
= 343 mod 11 = STE#E-D'I mod 11 = J;DEEEEGT mod 11
B =g'modn
= 7% mod 11
=:1T549 mod 11

k- Fig. 2.55 Man-in-the-middle attack - Part 111
5. Now, the real drama begins, as shown in Fig. 2.56,

Tom Bob

Tom intercepts the

A=2 ; value of A sent by Alice

fo Bob and sends Bob
his own A, instead.

Intercept
A=9

Tom intercepts the _
value of B sent by Bob BE=8
to Alice and sends
Alice his own B,
instead.

I Fig. 2.56 Man-in-the-middle attack - Part IV

Intercept

As shown in the figure, the following things happen:

(a) Alice sends her A (i.e. 2) to Bob. Tom intercepts it and instead, sends his A (i.e. 9) to Bob.
Bob has no idea that Tom had hijacked Alice’s A and has instead given his A to Bob.
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(b) Inreturn, Bob sends his B (i.e. 8) to Alice. As before, Tom intercepts it and instead, sends
his B (i.e. 4) to Alice. Alice thinks that this B came from Bob. She has no idea that Tom had
intercepted the transmission from Bob and changed B.

(¢} Therefore, at this juncture, Alice, Tom and Bob have the values of A and B as shown in

Fig. 2.57.
Alice Tom Bob
A=2 B8=4" A=2 B=H A=9" B=B

(Mote: " indicates that these are the values after Tom hijacked and changed them. )

V- Fig. 2.57 Man-in-the-middle attack - Part V

6. Based on these values, all the three persons now calculate their keys as shown in Fig. 2.58. We will
notice that Alice calculates only K1, Bob calculates only K2, whereas Tom calculates both K1 and
K2. Why does Tom need to do this? We shall discuss that soon.

Alice Tom Bob
K1 =B"modn K1 =8 modn K2 =Amodn
=4 mod 11 = 8% mod 11 - 9% mod 11
=64 mod 11 = 16777216 mod 11 = 387420489 mod 11
— =5 =5
K2 =Amodn
= 2% mod 11
=64 mod 11
=9

I Fig. 2.58 Man-in-the-middle attack - Part VI

Let us now revisit the question as to why Tom needs two keys. This is because at one side, Tom wants
to communicate with Alice securely using a shared symmetric key (9) and on the other hand, he wants to
communicate with Bob securely using a different shared symmetric key (5). Only then can he receive
messages from Alice, view/manipulate them and forward them to Bob and vice versa. Unfortunately for
Alice and Bob, both will (incorrectly) believe that they are directly communicating with each other. That
is, Alice will feel that the key 9 is shared between her and Bob, whereas Bob will feel that the key 5 1s
shared between him and Alice. Actually, what is happening is, Tom is sharing the key 5 with Alice and
5 with Bob!

This is also the reason why Tom needed both sets of the secret variables xand v, as well as later on, the
non-secret variables A and B.

As we can see, the man-in-the-middle attack can work against the Diffie-Hellman key exchange
algorithm, causing it to faml. This is plainly because the man-in-the-middle makes the actual
communicators believe that they are talking to each other, whereas they are actually talking to the man-
in-the-middle, who is talking to each of them!

This attack can be prevented if Alice and Bob authenticate each other before beginning to exchange
information. This proves to Alice is Bob is indeed Bob and not someone else (e.g. Tom) posing as Bob,
Similarly, Bob can also get convinced that Alice is genuine as well.
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However, not everything is lost. If we think deeply and try to come up with the scheme that will still
work, an alternative emerges: namely and asymmetric key operation.

2.6.3 Asymmetric Key Operation

In this scheme, A and B do not have to jointly approach T for a lock-and-key pair. Instead, B alone
approaches T, obtains a lock and a key (K1) that can seal the lock and sends the lock and key K110 A. B
tells A that A can use that lock and key to seal the box before sending the sealed box to B. How can B
open the lock, then?

An interesting property of this scheme is that B possesses a different but related key (K2), which is
obtained by B from T along with the lock and key K1, only which can open the lock. It is guaranteed that
no other key and of course, including the one used by A (1.e. K1) for locking, can open the lock. Since
one key (K1) is used for locking and another, different key (K2) is used for unlocking; we will call this
scheme as asymmetric key operation. Also, T is clearly defined here as a trusted third party. T is
certified as a highly trustworthy and efficient agency by the government.

This means that B possesses a key pair (i.e. two keys K1 and K2). One key (i.e. K1) can be used for
locking and only the corresponding other key (i.e. K2) from the key pair can be used for unlocking. Thus
B can send the lock and key K1 to anybody (e.g. A) who wants to send anything securely to B. B would
request the sender (e.g. A) to use that lock and key K1 to seal the contents. B can then open the seal using
the key K2. Since the key K1 is meant for locking and is available to the general public, we shall call K1
as public key. Note that K1 need not be secret — in fact, it should not be secret! Thus, unlike what
happens in the case of symmetric key operation, the (locking) key need not be guarded secretly now. The

other key K2 is meant for unlocking and is strictly held secret/private by A. Therefore, we shall call it as
private key or secret key.

This is shown in Fig. 2.59.

Please use this lock and key (K1) for sealing
the box. Then send me the sealed box.

Locking Key (K1)
b 6 ‘(/E:jed as public key]

the lock applied
Unlocking Key (K2, kept by A by using
secret) [called as privale K1 (to seal the
key or secref kay] box),

1

I Only | possess
| the key (K2),
 which can open
|

I

|

|

]

k- Fig. 2.59 Use of key pair
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called as P-box Permutation. The P-box is shown in Fig. 3.35. For example, a 16 in the first block
indicates that the bit at position 16 of the original input moves to bit at position 1 in the output and a 10
in the block number 16 indicates that the bit at the position 10 of the original input moves to bit at the
position 16 in the output.

16 7 2 [ 21 29 12 | 28 17 1 15 | 23 26 5 18 31 10
2 8 24 14 32 | 27 3 9 19 13 | 30 6 22 11 4 25

V- Fig. 3.35 P-box permutation

Step 5: XOR and Swap Note that we have been performing all these operations only on the 32-bit
right half portion of the 64-bit original plain text (i.e. on the RPT). The left half portion (i.e. LPT) was
untouched so far. At this juncture, the left half portion of the initial 64-bit plain text block (i.e. LPT) is
XORed with the output produced by P-box permutation. The result of this XOR operation becomes the
new right half (i.e. RPT). The old nght half (i.e. RPT) becomes the new left half, in a process of
swapping. This is shown in Fig. 3.36.

Original 64-bit Plain Text Block

L 4

1. Key Transformation l

(not involveu directly) |
2. Expansion Permutation i
3. S-box Substitution !
4. P-box Permutation [

Mext round

I Fig. 3.36 XOR and swap

Final Permutation At the end of the 16 rounds, the Final Permutation is performed (only once).
This is a simple transposition, based on Fig. 3.37. For instance, the 40 input bit takes the position of the
1* output bit and so on.
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40 8 48 16 | 56 24 | 64 32 33 7 47 15 | 65 | 23 | 63 |
38 6 46 14 o4 22 62 30 37 5 45 13 83 21 61 29
36 4 44 12 22 20 | &0 | 28 35 3 43 " 51 19 | 99 | 27
24 2 42 10 | 50 18 | 58 | 26 33 1 41 9 49 17 o7 | 29

V- Fig. 3.37 Final permutation
The output of the Final Permutation is the 64-bit encrypted block.,

DES decryption From the above discussion of DES, we might get a feeling that it is an extremely
complicated encryption scheme, therefore, the decryption using DES would employ a completely
different approach. To most people’s surprise, the same algorithm used for encryption in DES also works
for decryption! The values of the various tables and the operations as well as their sequence are so
carefully chosen that the algorithm is reversible. The only difference between the encryption and the
decryption process is the reversal of key porticns. If the original key K was divided into K/, K2, K3, ...,
K16 for the 16 encryption rounds, then for decryption, the key should be used as K16, K15, K14, ..., K1.

Analyzing DES

Use ﬂfS-bﬂxes The tables used for substitution, i.e. the S-boxes, in DES are kept secret by IBM. IBM
maintains that it took them over 17 person years to come up with the internal design of the S-boxes. Over
the years, suspicion has grown that there is some vulnerability in this aspect of DES, intentional (so that
the government agencies could secretly open encrypted messages) or otherwise. Several studies keep
appearing, which suggest that there 1s some scope for attacks on DES via the S-boxes. However, no
concrete example has emerged till date.

Key length We have mentioned earlier that any cryptographic system has two important aspects: the
cryptographic algorithm and the key. The inner workings of the DES algorithm (which we have
discussed earlier) are completely known to the general public. Therefore, the strength of DES lies only in
the other aspect - its key, which must be secret.

As we know, DES uses 56-bit keys. (Interestingly, the original proposal was to make use of 112-bit
keys.) Thus, there are 2°° possible keys (which is roughly equal to 7.2 x 10'® keys). Thus, it seems that a
brute-force attack on DES is impractical. Even if we assume that to obtain the correct key, only half of
the possible keys (i.e. the half of the key space) needs to be examined and tried out, a single computer
performing one DES encryption per microsecond would require more than 1,000 years to break DES.

Differential and Linear cryptanalysis In 1990, Eli Biham and Adi Shamir introduced the concept
of differential cryptanalysis. This method looks at pairs of cipher text whose plain texts have particular
differences. The technigue analyses the progress of these differences as the plain texts travel through the
various rounds of DES. The idea is to choose pairs of plain text with fixed differences. The two plain
texts can be chosen at random, as long as they satisfy specific difference conditions (which can be as
simple as XOR). Then, vusing the differences in the resulting cipher texts, assign different likelihood 10
different keys. As more and more cipher text pairs are analysed, the correct key emerges.

Invented by Mitsuru Matsui, the linear cryptanalysis attack is based on linear approximations. If we
XOR some plain text bits together, XOR some cipher text bits together and then XOR the result, we will
get a single bit, which is the XOR of some of the key bits.

The descriptions of these attacks are guite complex and we will not discuss them here.
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Timing attacks Timing attacks refer more to asymmetric key cryptography. However, they can also
apply to symmetric key cryptography. The idea is simple: observe how long it takes for the
cryptographic algorithm to decrypt different blocks of cipher text. The idea 1s to try and obtain either the
plain text or the key used for encryption by observing these timings. In general, it would take different
amounts of time to decrypt different sized cipher text blocks.

3.4.3 Variations of DES

In spite of its strengths, it is generally felt that with the tremendous advances in compulter hardware
(processing speeds of Gigahertz and more, high memory availability at cheap prices, parallel processing
capabilities, etc.), DES is susceptible to possible attacks. However, because DES is already proven to be
a very competent algorithm, it would be nice to reuse DES by making it stronger by some means, rather
than writing a new cryptographic algorithm. Writing a new algorithm is not easy, more so because it has
to be tested sufficiently so as to be proved as a strong algorithm. Consequently, two main variations of

DES have emerged, which are Double DES and Triple DES. Let us discuss them now.

Double DES Double DES is quite simple to understand. Essentially, it does twice what DES
normally does only once. Double DES uses two keys, say K7 and K2. It first performs DES on the
original plain text using K7 to get the encrypled text. It again performs DES on the encrypted text, but
this ime with the other key, i.e. K2. The final output is the encryption of encrypted text (i.e. the original
plain text encrypted twice with two different keys). This is shown in Fig. 3.38.

S - :

Criginal Cipher % : Cipher

PlainText [~ HEREE —  Text [Vlonibor—1  Text
K1 K2

k- Fig. 3.38 Double DES encryption

Of course, there is no reason why double encryption cannot be applied to other cryptographic
algonithms as well. However, in the case of DES, it is already quite popular, therefore, we have discussed
this in the context of DES. It should also be quite simple to imagine that the decryption process would
work in exactly the reverse order, as shown in Fig. 3.39.

Cipher | Gipher 23‘ .| Original
Text :")]‘-‘Da{:rypi — P Decrypt g

L._[v Text x e Plain Text
K1

K2

k- Fig. 3.39 Double DES decryption

The doubly encrypted cipher text block is first decrypted using the key K2 to produce the singly
encrypted cipher text. This cipher text block is then decrypted using the key K/ to obtain the original
plain text block. :
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Blowfish was developed by Bruce Schneier and has the reputation of being a very strong
symmetric key cryptographic algorithm.

Blowfish encrypts 64-bit blocks with a variable-length key.

In the 1990s, the US Government wanted to standardize a cryptographic algorithm, which was to
be used universally by them. It was to be called as the Advanced Encryption Standard (AES).
Many proposals were submitted and after a lot of debate, an algorithm called as Rijndael was
accepted.

Rijndael supports key lengths and plain text block sizes from 128 bits to 256 bits, in the Steps of
32 bits. The key length and the length of the plain text blocks need to be selected independently.

AES mandates that the plain text block size must be 182 bits and key size should be 128, 192 or

256 bits. In general, two versions of AES are used: 128-bit plain text block combined with 128-bit
key block and 128-bit plain text block with 256-bit key block.

g KEY TERMS AND CONCEPTS
=

¢ Advanced Encryption Standard (AES) < Group
+ Algorithm mode < Initialization Vector (IV)
< Algorithm type + International Data Encryption Algorithm
<+ Block cipher (IDEA)
% Chaining mode <+ Keystream
%+ Cipher Block Chaining (CBC) #+ Linear cryptanalysis
+ Cipher Feedback (CFB) + Lucifer
¢ Confusion < Meet-in-the-middle attack
< Counter mode < QOutput Feedback (OFB)
< Data Encryption Standard (DES) + RC4
+ Differential cryptanalysis + RC3
< Diffusion <+ Rijndael
<+ Double DES 4 Stream cipher
¢ Electronic Code Book (ECB) <+ Timing attacks
< Galois field % Triple DES

gy’ PRACTICE SET |

éﬁfjj MULTIPLE-CHOICE QUESTIONS
1. In , one bit of plain text is encrypted at a time.

(a) stream cipher (b) block cipher
(c) both stream and block cipher (d) none of the above

2. In , one block of plain text is encrypted at a time.

(a) stream cipher (b) block cipher
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10.

12.

13.

14.

15.

{c) both stream and block cipher (d) none of the above
increases the redundancy of plain text.
(a) Confusion (b} Diffusion
(c) Both confusion and diffusion (d) Neither confusion nor diffusion
works on block mode.
(a) CFB (b) OFB
(c) CCB (d) CBC
. DES encrypts blocks of bits.
(a) 32 (b) 56
(c) 64 (d) 128
. There are rounds in DES.
(a) 8 (b) 10
(c) 14 (d) 16
is based on the IDEA algorithm.
(a) S/MIME (b) PGP
(c) SET (d) SSL
The actual algonithm in the AES encryption scheme is
(a) Blowfish (b) IDEA
(c) Rijndael (d) RC4
. The Blowfish algorithm executes the algorithm for subkey generation.
(a) Blowfish (b) IDEA
(c) Rijndael (d) RC4
In AES, the 16-byte key is expanded into :
(a) 200 bytes (b) 78 bytes
{c) 176 bytes (d) 184 bytes
In IDEA, the key size is ;
(a) 128 bytes (b) 128 bits
(c} 256 bytes (d) 256 bits
In the algorithm, once the initial key of 1-256 bytes is used to create a transformed
key, the original key is discarded.
(a) Blowfish (b) IDEA
{c) Rijndael (d) RC4
There are encryption rounds in RCS5.
(a) 8§ (b)y 12
(c) 16 (d) 20
The RC5 block cipher mode 15 also called as :
(a) RCS5 block cipher (b} RC5-CBC
(c) RC5-CBC-Pad (d} RC5-CTS
The step ensures that plain text is not vulnerable in block cipher mode.
(a) encryption (b} round

{c) initial (d) chaining
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2.
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11.

12,
13.

14.

Distinguish between stream and block ciphers.

. Discuss the idea of algorithm modes with detailed explanation of at least two of them.
. Write a note on the security and possible vulnerabilities of the various algorithm modes.
. What is an Initialization Vector (IV)? What is its significance?

What are the problems with symmetric key encryption?

. What is the idea behind meet-in-the-middle attack?
. Explain the main concepts in DES.
. How can the same key be reused in triple DES?

Explain the principles of the IDEA algorithm.

Distinguish between differential and linear cryptanalysis.

Explain the subkey generation in the Blowfish algorithm.
Explain the usage of the § array in the case of the RC4 algorithm.
Discuss how encryption happen in RCS.

How does the one-time initialization step work in AES?

Explain the steps in the various rounds of AES.

DESIGN/PROGRAMMING EXERCISES

Write a C program to implement the DES algorithm logic.

Write the same program as in Step 1, in Java.

Write a Java program that contains functions, which accept a key and input text to be encrypted/
decrypted. This program should use the key to encrypt/decrypt the input by using the triple DES
algorithm. Make use of Java cryptography package.

Write a C program to implement the Blowfish algorithm.

Write the same program in VB.NET.

Investigate Rijndael further and write a C program to implement the same.

Find out more about the vulnerabilities of DES from the Intemnet.

Write the RC4 logic in Java.

Try to implement the logic of the various algorithm modes in a programming language of your choice,
Create a visual tool that should take as input some plain text and a key and then execute an
algorithm of the user’s choice (e.g. DES). It should provide a visual display of the output at each
stage of the encryption process.

Using Java cryptography, encrypt the text “Hello world” using Blowfish. Create your own key
using Java keviool.

Perform the same task by using the cryptography API in NET.

Examine which software products in real life use which cryptographic algorithms. Try to find out
the reasons behind the choice of these algorithms.

Implement DES-2 and DES-3 (with two keys) using Java cryptography and try to encrypt a large
block of text. Find out if there is any significant performance difference.

Compare the results of the above with DES-3 (with three keys).
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512 bits -
a b c d g f g h
\ N 1 ,r/
ol M) ' ch
L
Sum \\\_\\-.
5
Fau um Add
- L § x Md
Add
Add &
Add |= W]
Add = K[t
Li L 1
a b c d 8 f g h
Fig.4.33 Single SHA-512 iteration
d=c
e =d + Templ
f=e
g=f
h=g
where:
t = Round number

Ch (e, f. g) = (e AND /) XOR (NOT ¢ AND g)
Maj (a, b, ¢) =(a AND b) XOR (a AND ¢) XOR (b AND ¢)

Sum (a,) = ROTR (a; by 28 bits) XOR ROTR (a; by 34 bits) XOR (ROTR a, by 39 bits)

Sum {e;) = ROTR (g, by 14 bits) XOR ROTR (¢; by 18 bits) XOR (ROTR ¢, by 41 bits)
ROTR (x) = Circular right shift, i.e. rotation, of the 64-bit array x by the specified number of bits
W, = 64-bit word derived from the current 512-bit input block

K, = 64-bit additive constant

+(or Add) = Addition mod 2%

The 64-bit word values for W, are derived from the 1024-bit message using certain mappings, which
we shall not describe here. Instead, we will simply point out this:

1. For the first 16 rounds (0 to 15), the value of W, is equal to the corresponding word in the
message block.
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2. For the remaining 64 steps, the value of W, 1s equal to the circular left shift by one bit of the XOR
of the four preceding values of W, with two of them subjected to shift and rotate operations.

This makes the message digest more complex and difficult to break.

4.6.6 Message Authentication Code (MAC)

The concept of Message Authentication Code (MAC) i1s quite similar to that of a message digest.
However, there is one difference. As we have seen, a message digest is simply a fingerprint of a
message. There is no cryptographic process involved in the case of message digests. In contrast, a
MAC requires that the sender and the receiver should know a shared symmetric (secret) key, which 18
used in the preparation of the MAC. Thus, MAC involves cryptographic processing. Let us see how this
works.

Let us assume that the sender A wants to send a message M to a receiver B. How the MAC
processing works is shown in Fig. 4.34.

Step 1 Step 2 Step 3 R
s ' E
,E., M I M I M E |
D -~
E | " wac J Send > | mvac | ¥
R e L e E
(A) H1 H1 | HZ {:}

K Compare K
Step 4

F-Fig.4.34 Message authentication code (MAC)

I. A and B share a symmetric (secret) key K, which is not known to anyone else. A calculates the
MAC by applying key K to the message M.

2. A then sends the original message M and the MAC HI to B,

When B receives the message, B also uses K to calculate its own MAC H2 over M.

4. B now compares H1 with H2. If the two match, B concludes that the message M has not been
changed during transit. However, if H1 #H2, B rejects the message, realizing that the message
was changed during transit,

Lad

The significances of a MAC are as follows:

. The MAC assures the receiver (in this case, B) that the message is not altered. This is because if
an attacker alters the message but does not alter the MAC (in this case, H1), then the receiver’s
calculation of the MAC (in this case, H2) will differ from it. Why does the attacker then not also
alter the MAC? Well, as we know, the key used in the calculation of the MAC (in this case, K) is
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assumed to be known only to the sender and the receiver (in this case, A and B). Therefore, the
attacker does not know the key, K and therefore, she cannot alter the MAC.

2. The receiver (in this case, B) i1s assured that the message indeed came from the correct sender (in
this case, A). Since only the sender and the receiver (A and B, respectively, in this case) know the
secret key (in this case, K}, no one else could have calculated the MAC (in this case, H1) sent by
the sender (in this case, A).

Interestingly, although the calculation of the MAC seems to be quite similar to an encryption process,
it is actually different in one important respect. As we know, in symmetric key cryptography, the
cryptographic process must be reversible. That is, the encryption and decryption are the mirror images
of each other. However, note that in the case of MAC, both the sender and the receiver are performing
encryption process only. Thus, a MAC algorithm need not be reversible — it is sufficient to be a one-way
function (encryption) only.

We have already discussed two main message digest algorithms, namely MD5 and SHA-1. Can we
reuse these algorithms for calculating a MAC, in their original form? Unfortunately, we cannot reuse
them, because they do not involve the usage of a secret key, which is the basis of MAC. Consequently,
we must have a separate practical algorithm implementation for MAC. The solution is HMAC, a
practical algorithm to implement MAC.

4.6.7 HMAC

Introduction HMAC stands for Hash-based Message Authentication Code. HMAC has been
chosen as a mandatory security implementation for the Internet Protocol (IP) security and is also used
in the Secure Socket Layer (SSL) protocol, widely used on the Internet.

The fundamental idea behind HMAC is to reuse the existing message digest algorithms, such as MD5
or SHA-1. Obviously, there is no point in reinventing the wheel. Therefore, what HMAC does it to work
with any message digest algorithm. That is, it treats the message digest as a black box. Additionally, it
uses the shared symmetric key to encrypt the message digest, which produces the output MAC. This is
shown in Fig. 4.35.

Onginal
message

Existing message digest algoritkmes
such as MDS or SHAA

PMessage
Digest ‘| Encrypt h MALC
(MD)

' Key

K Final
output

V- Fig.4.35 HMAC concept
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b Fig.5.24 Verification of a root CA

user in the world is quite unlikely. Instead, the concept of decentralized CAs for different countries,
political organizations and businesses is far better. This allows the CAs not only to worry about a smaller
population of users, but also work independently. Moreover, cross-certification allows CAs and end
users from different PKI domains to interact.

More specifically, cross-certification certificates are issued by the CAs to create a non-hierarchical
trust path. Let us understand this with an example as shown in Fig. 5.235.

As the figure shows, the root CAs of Alice and Bob are different — but they have cross-certified each
other. Technically, this means that Alice’s root CA has obtained a certificate for itself from Bob's root
CA. Similarly, Bob’s root CA has obtained a certificate for itself from Alice’s root CA. Now, even if
Alice’s software trusts only her own root CA, it is not a problem. Since Bob's root CA is certified by
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Root CAof Cross-cedified Rect CA of the
Japan e T P o Us
Second Level CA Second Level CA
(A1) (P1)
Third Level CA Third Level CA Third Level CA Third Level CA
(B1) (B2} {(Q1) (Q2)
Alice nee wae Baob

F-Fig.5.25 Cross-certification of CAs

Alice’s root CA, Alice can and does trust the root CA of Bob. This also means that Alice can verify Bob's
certificate using the path Bob — Q2 — P1 — Bob’s root CA — Alice’s root CA. We shall not describe how
this happens, as we have already explained this process in great detail earlier.

The morale of the story is that with the technologies of certificate hierarchies, self-signed certificates
and cross-certification, virtually any user can verify any other user's digital certificate and based on
that, decide to either trust it or reject it.

5.2.9 Certificate Revocation

Introduction If your credit card is lost or if it gets stolen, you would normally immediately report
the loss to the concerned bank. The bank would cancel your credit card. Similarly, digital certificate can
also be revoked. What can be the reasons for the revocation of a digital certificate? Some of the most
common ones are as follows:

* The holder of the digital certificate reports that the private key corresponding to the public key
specified in the digital certificate is compromised (i.e. someocne has stolen it).

* The CA realizes that it had made some mistake while issuing a certificate.

« The certificate holder leaves a job and the certificate was issued specifically while the person was
employed in that job.

In all such cases, the digital certificate of the user gets the same status as that of a stolen credit card.
Therefore, the certificate must be treated as invalid. For this purpose, the certificate must be revoked.
What is the process for this? Normally, just as a credit card user reports a credit card loss or theft, a
certificate holder should report that a certificate should be revoked. Of course, if the user leaves an
organization or indulges in an illegal act because of which the certificate needs to be revoked, the
organization should initiate the process. Finally, if the CA realizes its own mistake in providing a wrong
certificate, the CA initiates the certification revocation process.




You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



Internet Security Protocols 275

e e s e e e S

* Content (1 or more bytes): This field contains the parameters associated with this message,
depending on the message type, as listed in Fig. 6.12.

Let us now take a look at the possible messages exchanged by the client and the server in the
handshake protocol, along with their corresponding parameters, as shown in Fig. 6.12.

Message Type Parameters
Hello request None
Client helio Version, Random number, Session id, Cipher suite, Compression method
Server hello Version, Random number, Session id, Cipher suite, Compression method
Certificate Chain of X.509V3 certificates
Server key exchange | Parameters, signature
Certificate request Type, authorities
Server hello done None
Certificate verify Signature
Client key exchange Parameters, signature
Finished Hash value

V- Fig.6.12 SSL handshake protocol message types
The handshake protocol 1s actually made up of four phases, as shown in Fig. 6.13. These phases are:

Establish security capabilities

Server authentication and key exchange
Client authentication and key exchange
Finish

o L B =

Foesso o
Wab . Establish security capabilitie s Web
Browser . Server authentication and key Server
exchange
| i . Client authentication and key 1 |
o exchange e \
—(4/ . Finish - N

k- Fig.6.13 SSL handshake phases

Let us now study these four phases one by one.

Phase 1. Establish Security Capabilities This first phase of the SSL handshake is used to initiate
a logical connection and establish the security capabilities associated with that connection. This consists
of two messages, the client hello and the server hello, as shown in Fig. 6.14,
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I-Fig. 6.38 The SET model

as many certificates as the number of different brands of credit cards that it accepts (e.g. one for
MasterCard, one for Visa, one for Amex, and so on). Thus, when a customer receives a merchant
certificate, it is also assured that the merchant is authorized 1o accept payments for that brand of credit
card. This is similar to the boards displayed by real-life stores and restaurants that they accept certain
credit cards.

As discussed, the transactions between a customer and merchant are for purchases, and those
between the merchant and the payment authority are for authorization of payment. This is described in
detail earlier.

@ 6.8 SSL Versus SET

Having discussed SSL and SET in detail. Let us take a quick look at the differences between them, as
shown in Table 6.5.

This table should give us an idea that SET is a standard that describes a very complex authentication
mechanism that makes it almost impossible for either party to commit any sort of fraud. However, there
15 no such mechanism in S5L. In 55L, data is exchanged securely. However, the customer provides
critical data such as credit card details to a merchant, and hopes that the customer does not misuse
them. This is not possible in SET. Also, in the case of S5L, a merchant believes that the credit card really
belongs to the customer and that he is not using a stolen card. In the case of SET, this is very unlikely
and even if it happens, the merchant is safe, since the payment gateway has to ensure that the customer
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Table 6.5 551 versus SET

[ssue SSL SET
Main aim Exchange of data in an E-commerce related payment
encrypted form mechanism
Certification Two parties exchange certificates All the involved parties must be
certified by a trusted third party
Authentication Mechanisms in place, but not Strong mechanisms for
very strong authenticating all the parties
involved
Risk of merchant fraud Possible, since customer gives Unlikely, since customer gives
financial data to merchant financial data to payment
gateway
Risk of customer fraud Possible, no mechanisms exist if Customer has to digitally sign
a customer refuses to pay later payment instructions
Action in case of customer Merchant is liable Payment gateway is liable
fraud
Practical usage High Not much

is not colnmitting fraud. The point is that SSL was created for exchanging secure messages over the
Internet, whereas SET was specifically designed for secure e-commerce transactions involving online
payment. So, these differences should not surprise anybody.

6.9 3-D Secure Protocol

In spite of its advantages, SET has one limitation: it does not prevent a user from providing someone
else’s credit card number. The credit card number is protected from the merchant. However, how can
one prevent a customer from vsing another person’s credit card number? That is not achieved in SET.
Consequently, a new protocol developed by Visa has emerged, called as 3-D Secure.

The main difference between SET and 3-D Secure 1s that any cardholder who wishes to participate
in a payment transaction involving the usage of the 3-D Secure protocol has to enroll on the issuer
bank’s Enrollment Server. That is, before a cardholder makes a card payment, she must enroll with the
issuer bank’s Enrollment server. This process is shown in Fig. 6.39,

At the time of an actual 3-D Secure transaction, when the merchant receives a paymenl instruction
from the cardholder, the merchant forwards this request to the issuer bank through the Visa network.
The issuer bank requires the cardholder to provide the user id and password that were created at the
time of user enrollment process. The cardholder provides these details, which the i1ssuer bank verifies
against its 3-D Secure enrolled users database (against the stored card number). Only after the user is
authenticated successtully that the i1ssuer bank informs the merchant that 1t can accept the card payment
instruction,

6.9.1 Protocol Overview

Let us understand how the 3-I3 Secure protocol works, step-by-step.
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by the issuer bank. Secure transactions.

V- Fig.6.39 User enrollment

Step 1 The user shops using the shopping cart on the merchant site, and decides to pay the amount.
The user enters the credit card details for this purpose and clicks on the OK button, as shown in

Fig. 6.40,

Payment Screen
— : Product : Diamond Ring
Client Quantity 1
Price : $1500
T | Card Mumber : x00e-0oo-oox-1234
e
- : OK Cancel

b Fig. 6.40 Step1in 3-D secure

Step 2  When the user clicks on the OK button, the user will be redirected to the issuer bank’s site. The
bank site will popup a screen, prompting the user to enter the password provided by the 1ssuer bank,
This is shown in Fig. 6.41. The bank (issuer) authenticates the user by the mechanism selected by the
user earlier. In this case, we consider a simple static id and password based mechanism. Newer trends
involve sending a number to the user’s mobile phone and asking the user to enter that number on the
screen. However, that falls outside of the purview of the 3-D Secure protocol.
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1. The customer opens an account with the bank as usual.

2. When the customer needs some electronic money (say $100),
he sends an email to the bank, requesting for the same. This
email is encrypted.

3. The bank authenticates the message and when sure, debits
the customer's account with the amount regquested for.

jyued

4. The bank sends the money as a computer file (which contains
an extermely huge random number) to the customer. This file
Is also encrypted. The amount could come in multiple
denominations (say 10 files, each representing $10).

{a) | Obtatning electronic money from a bank

Customer

When the customer wants to make purchases using electronic
money, he sends the necessary file(s) to the merchant. This data
exchange is also encrypted.

Customer
JjuBy2JIa W

(b} |Making purchase using electronic money

The merchant then sends the file(s) to the bank, which verifies
them, and credits the merchant's account with that much of
money.

Merchant
jyueg

{c} |The merchant getting paid from the bank

FFig.6.43 Model of electronic money

6.10.2 Security Mechanisms in Electronic Money

The security mechanisms in these procedures are similar to all the previous mechanisms described

earlier. Let us study the process of the customer obtaining the money in the form of files from the bank.
The same principles would apply in other transactions (e.g. a customer buying something from a

merchant and then sending these files to him).

Step 1 Bank sends the electronic money to the customer, as shown in Fig. 6.44.

As the figure shows, the bank first encrypts the original message with its own private key. It then
encrypts this encrypted message further: this time with the customer’s public key. Thus, the original
message is encrypted twice. The bank sends this twice-encrypted message to the customer.

Step 2 The customer receives the money and decrypts it, as shown in Fig. 6.45.
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F-Fig.6.44 Bank sends electronic money to the customer after encrypting it twice
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b-Fig.6.45 Customer decrypts the bank’s message twice to get the electronic money

Here, the customer first decrypts the received message with its own private key. Further, it decrypts
this once-decrypted message using the bank’s public key. Thus, the customer gets the original message
back (which is $100). To ensure authentication, techniques of digital signatures and certificates may
also be used in addition to these steps. We shall not describe those, as we have studied them earlier.

6.10.3 Types of Electronic Money

Electronic money can be classified in two ways. In the first classification, the types of electronic money
are decided based on whether the electronic money is tracked or not. In this classification, electronic
money can bz of these two types: identified electronic money and anonymous electronic money. In
the other method of classification, it is based on whether or not the transaction is real-time. In this
classification, electronic money can be either online electronic money or offline electronic money.
We shall study these types now.

Classification Based on the Tracking of Money This classification is based on whether the
electronic money is tracked throughout its lifetime. Accordingly, it can be classified as follows.

1. Identified electronic money Identified electronic money more or less works like a credit card.
The progress of the identified electronic money from the very first time it is issued by a bank to one of
its customer, up to its final return to the bank can be easily tracked by the bank. As a result, the bank can
precisely know how and when the money was spent by the customer. Consequently, the bank knows
who 1s the original customer that had requested for this money and how he spent it. How is this
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This process is shown in Fig. 6.47.
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Original Blinded
number number . The customer generates a random
number and from i, creates
Customer —=| PGQP1 ~| BABC | another number called as blinded
— numbser,
. The customer sends the blinded
Customer BASC Bank number to the bank.
P
. The bank sends the electronic
money along with the blinded
Bank m Custoriss number to the customer.
” . During an aclual transaction, the
customer does not use the blinded
$100 number. Instead, he uses the
Customer e m‘l = Merchant nﬂg|na| AL fmbeEr
P e
. The merchant and the bank now
£100 have the onginal numbear—they
Merchant PQP1 Bank cannot trace the money, as they do
|;J not know the relationship between
the original number and the blinded
number!

V- Fig. 6.47 Steps involved in anonymous electronic money

In the case of identified electronic money, the chances of a customer trying to spend the same money
more than once can be easily caught or prevented. This is possible because the bank maintains a list of
the issued and spent serial numbers. Therefore, it can catch attempts of spending the same piece of
electronic money more than once.

6.10.4 Classification Based on the Involvement of
the Bank in the Transaction

Based on involvement {(or otherwise) of the bank in the actual transaction, electronic money can be
further classified into two categories: online electronic money and offline electronic money.,

(a) Online electronic money
In this type, the bank must actively participate in the transaction between the customer and the
merchant. That is, before the purchase transaction of the customer can complete, the merchant
would confirm from the bank in real time as to whether the electronic money offered by the
customer is acceptable (e.g. ensuring that it is not already spent, or that the serial number for it is
valid).

(b) Offline electronic money
In this type, the bank does not participate in the transaction between the customer and the
merchant. That is, the customer purchases something from the merchant and offers to pay by
electronic money. The merchant accepts the electronic money, but does not validate it online. The
merchant might collect a group of such electronic money transactions and process them together
at a fixed time every day.
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6.10.5 The Double Spending Problem
Now, if we combine the two ways of classifying electronic money, we have four possibilities:

1. ldentified Online electronic money
2. ldentified Offline electronic money
3. Anonymous Online electronic money
4. Anonymous Offline electronic money

Of the four, the last type can create the double spending problem. More specifically, a customer
could arrange for anonymous electronic money by using the blinded money concept. Later on, he could
spend it offline more than once in quick succession (say in the same hour) with two different
merchants. Since the bank is not involved in any of the two online transactions, the fact that the same
piece of money is being spent cannot be prevented. Moreover, when it is realized that the same piece of
money is spent more than once (when both merchants send their daily transaction lists to the bank), the
bank cannot determine which customer spent it more than once, because of the blinding factor (recall
our discussion of anonymous electronic money). Consequently, anonymous offline electronic money is
of little practical use.

Double spending problem can happen in case of identified offline electronic money as well. However,
upon detection, the customer under question can be easily tracked from the serial numbers of the
electronic money. This is shown in Fig. 6.48.

$10 =| Merchant 1

Customer spends \
the money once @
e

)
$10 = Merchant 2
Bank
Customer spends
the same moneay
again

I-Fig.6.48 Detection of double spending problem

However, this detection is not possible in case of anonymous offline electronic money. Of course, in
case of either of the online electronic money transactions, double spending problem is simply not
possible, since the bank is a part of the transaction between the customer and the merchant.

E 6.11 Email Security

6.11.1 Introduction

Electronic mail (email) is perhaps the most widely used application on the Internet. Using email, an
Internet user can send a message (and these days, pictures, video, sound, etc) to other Internet user(s).
Consequently, the security of email messages has become an extremely important issue. Before we
study email security, let us quickly review the email technology in brief.
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o I

= A3

- 220 hotmail.com Simple Mail Transfer Service Ready
: HELO yahoo.com
: 250 hotmail.com

: MAIL FROM: <{Atul@yahoo.com>

B FETETE

: 250 0K

: RCPT TO: <Anahotmail.com>

: 260 0K

» RCPT TO: <Jui@hotmail.com>

: 250 0K

- DATA

+ 354 Start mail input; end with <CR><{LF><LF>
: . actual contents of the message ..

= {CR><LF><LF>

: 250 0K

- QUIT

: 221 hotmail.com Service closing transmission channel

k- Fig.6.51 Example of an email message using SMTP protocol

Having discussed the basic concepts of email communication let us now study the three main email
security protocols: Privacy Enhanced Mail (PEM), Pretty Good Privacy (PGP) and Secure MIME

(S/MIME).

6.11.2 Privacy Enhanced Mail (PEM)

Introduction The Privacy Enhanced Mail (PEM) is an email security standard adopted by the
Internet Architecture Board (IAB) to provide secure electronic mail communication over the Internet,
PEM was initially developed by the Internet Research Task Force (IRTF) and Privacy Security
Research Group (PSRG). They then handed over the PEM standard to the Internet Engineering Task
Force (IETF) PEM Working Group. PEM is described in four specification documents, which are RFC
numbers 1421 to 1424, PEM supports the three main cryptographic functions of encryption, non-
repudiation, and message integrity, as shown in Fig. 6.52.

Privacy Enhanced Mall (PEM)

Encryption Non-repudiation | | Message integrity

V- Fig.6.52 Security features offered by PEM
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(e) Alice encrypts the digital signature with the one-time symmetric key (using IDEA or DES-
3 algorithm).

(f) Alice sends the output of Steps (d) and (e) above to the receiver. What would the receiver
need to do? This is explained as follows:

2. Now suppose that Alice has received a message from one of the other users in the system.

(a) Alice uses her private key to obtain the one-time symmetric key created by the sender.
Refer to steps (b) and (c) in the earlier explanation if you do not understand this.

(b) Alice uses the one-time symmetric key to decrypt the message. Refer to steps (b) and (d)
in the earlier explanation if you do not understand this.

(c) Alice computes a message digest of the original message (say MD1).

(d) Alice now uses this one-time symmetric key to obtain the onginal digital signature. Refer
to steps (b) and (e) in the earlier explanation if you do not understand this.

(e) Alice uses the sender’s public key from the key ring shown in the right side of the diagram
to decrypt the digital signature and gets back the original message digest (say MD2).

(f) Alice compares message digests MD1 and MD2. If they match, Alice is sure about the
message integrity and authentication of the message sender.

PGP Certificates In order to trust the public key of a user, we need to have that user’s digital
certificate. PGP can use certificates issued by a CA, or can use its own certificate system.

As explained in our discussion of digital certificates, in X.509, there is a root CA, who issues
certificates to the second level CAs. The second level CAs can issue certificates to the third level CAs
and so on. This can continue up to the required number of levels. At the lowest level, the last CA issues
certificates to the end users.

In PGP, things work differently. There is no CA. Any one can sign a certificate belonging to anyone
else in the ring. Atul can sign the certificate for Ana, Jui, Harsh and so on. There is no hierarchy of trust,
or a tree-like structure. This creates a situation where a user can have certificates issued by different
users. For example, Jui may have a certificate signed by Atul, and another one by Anita. This is shown
in Fig. 6.64. Hence, if Harsh wants to verify Jui's certificate, he has two paths: Jui -> Atul, and

Digital Certificate

Atul “::> User: Jui %
: : Issued"ﬁy: Atul

V Jui

Digital Certificate

Anita .1_?'\_'/
User: Jui f
1 |

Issued -ﬁly: Anita

7

k- Fig.6.64 Anyone can issue certificates to anyone else in PGP
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2. Ravi issues a certificate to Uday (with public key K3), Mahesh stores the public key and certificate
of Uday in his ring of public keys with certificate trust level equal to partial.

3. Amol issues two certificates: one to Uday (with public key K3), and another to Parag (with public
key K4), Mahesh stores the public keys and certificates of Uday and Parag in his ring of public
keys with certificare trust level equal to partial. Note that Mahesh now has two certificates for
Uday, one issued by Ravi, and the other issued by Amol, both with partial level of certificate trus.

4. Amit issues a certificate to Pramod (with public key K4). Mahesh stores the public key and
certificate of Pramod in his ring of public keys with certificate trust level equal to none. Mahesh
can also discard this certificate.

Key Legitimacy The objectives behind intreducer trust and certificate trust is to decide whether to
trust the public key of a user. In PGP terms, this is called as key legitimacy. Mahesh needs to know
how legitimate are the public keys of Amrita, Pallavi, Uday, Parag, Pramod and so on.

PGP defines the following simple rule to decide the

key legitimacy: The level of kev legitimacy for a user is :‘HEM :ﬂ - stg_
the weighted trust level for that user. For instance, ” S
suppose that we have assigned certain weights to 1 Complete or full trust

certificate trust levels, as shown 1n Fig. 6.67.

In this situation, in order to trust a public key (i.e.
certificate) of any other user, Mahesh needs one fully
trusted certificate or two partially trusted certificates. Thus, Mahesh can fully trust Amrita and Pallavi
based on the certificates they had received from Naren. Mahesh can also trust Uday, based on the two
partially trusted certificates that Uday had received from Ravi and Amol.

Interestingly, the legitimacy of a public key belonging to an entity has nothing to do with the trust
level of that person. For instance, Naren may be trusting Amit. Hence, Naren can encrypt a message
with the public key derived from Amit’s certificate and can send the encrypted message to Amit.
However, Mahesh will continue to reject certificates 1ssued by Amit, since he does not trust Amit.

b Fig. 6.67 Assigning weights to certificate
trust levels

Web of Trust The earlier discussion leads to a potential problem. What happens if nobody creates a
certificate for a fully or partially trusted entity? In our example, on what basis would we trust Naren's
public key if no one has created a certificate for Naren? To resolve this problem, several schemes are
possible in PGP, as outlined below.

(a) Mahesh can physically obtain the public key of Naren by meeting in person and getting the key on
a piece of paper or as a disk file.

(b} This can be done telephonically as well.

{c) Naren can email his public key to Mahesh. Both Naren and Mahesh compute a message digest of
this key. If MDS35 is used, the result is a 16-byte digest. If SHA-1 is used, the result is a 20-byte
digest. In hexadecimal, the digest becomes a 32-digit value in MDS3, and a 40-digit value in SHA-
1. This is displayed as 8 groups of 4-digit values in MD35, or 10 groups of 4-digit values in SHA-
1, and is called as fingerprint. Before Mahesh adds the public key of Naren to his ring, he can call
up Naren to tell him what fingerprint value he has obtained to cross-check with the fingerprint
value that is separately obtained by Naren. This ensures that the public key value is not changed in
the email transit. To make matters better, PGP assigns a unigue English word to a 4-digit
hexadecimal number group, so that instead of speaking out the hexadecimal string of numbers,
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users can speak out normal English words, as defined by PGP. For example, PGP may have
assigned a word India to a hexadecimal pattern of 4A0B, elc.

(d) Mahesh can, of course, obtain Naren’s public key from a CA.

Regardless of the mechanism, eventually this process of obtaining keys of other users and sending
our own to others creates what is called as a web of trust between groups of people. This keeps the
public key ring getting bigger and bigger, and helps secure the email communication.

Whenever a user needs to revoke her public key (because of loss of private key, etc), she needs to
send a key revocation certificate to the other users. This certificate is self-signed by the user with her
private key.

6.11.4 Secure Multipurpose Internet Mail Extensions (S/MIME)

Introduction The traditional email systems using the SMTP protocol (based on RFC 822) are text-
based, which means that a person can compose a text message using an editor and then send it «sver the
Internet to another recipient. However, in the modern era, exchanging only text messages is not quite
sufficient. People want to exchange multimedia files, documents in various arbitrary formats, etc. To
cater to these needs, the Multipurpose Internet Mail Extensions (MIME) system extends the basic
email system by permitting users to send binary files using the basic email system. MIME is defined in
RFCs 2045 to 2049,

Knowing why SMTP cannot work with non-text data is important. SMTP uses the 7-bit ASCII
representation for characters of an email message. 7-bit ASCII cannot represent special characters
above the ASCII value of 127. SMTP cannot also send binary data.

A MIME email message contains a normal Internet text message along with some special headers and
formatted sections of text. Each such section can hold an ASCll-encoded portion of data. Each section
starts with an explanation as to how the data that follows should be interpreted/decoded at the
recipient’s end. The recipient’s email system uses this explanation to decode the data,

Let us consider a simple example containing MIME header. Figure 6.68 shows an email message
(after the sender has composed the email message and has attached a graphics file having .GIF
extension). The figure shows the email message as it actually travels to the recipient. The Content-Type
MIME header shows the fact that the sender has attached a .GIF file to this message. The actual image
would be sent as a part of the message after this, and would appear gibberish when viewed in the text
form (because it would be the binary representation of the image). However, the recipient’s email
system shall recognize that this 1s a (GIF file, and as such, it should invoke an appropnate program that
can read, interpret and display contents of a .GIF file.

From: Atul Kahate <akahate@indiatimes.com>
To: Anita Kahate <akahate@yahoo. com>
Subject: Cover image for the book
MIME-Version: 1.0

Content-Type: image/gif

{Actual image data in the binary form such as R01%alasdjas0 >

| Fig.6.68 MIME Extensions toan email message
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When we enhance the basic MIME system to provide for security teatures, it is called as Secure
Multipurpose Internet Mail Extensions (S/MIME).

MIME Overview We have seen that the email system provides for email headers such as From, To,
Date, Subject, etc. The MIME specification adds five new headers to the email system, which describe
information about the body of the message (we have already seen two MIME headers in our example
just now). Thus, when MIME is in use, the email message looks as shown in Fig. 6.69.

Traditional email headers

MIME-Version: 1.1

Content-Type: Type/Sub lype MIME
Content-Transfer-Encoding: Encoding type 5 g
Content-id: Message id apa

Content-Description: Textual descriplion

Email body

- Fig.6.69 MIME headers in an email message
These headers are described as follows:

o MIME-Version: This contains the MIME version number. Currently, it has a value of 1.1. This
field is reserved for the future use, when newer versions of MIME are expected to emerge. This
field indicates that the message conforms to RFCs 2045 and 2046,

o Content-Type: Describes the data contained in the body of the message. The details provided are
sufficient so that the receiver email system can deal with the received email message in an
appropriate manner. The contents are specified as:

Type/Sub-type
MIME specifies 7 content types, and 15 content sub-types. Table 6.8 lists these types and sub-types.

o Content-Transfer-Encoding: Specifies the type of transformation that has been used to
represent the body of the message. In other words, the method used to encode the messages into
zeroes and ones is defined here. There are five content encoding methods, as shown in Table 6.9.

o Content-ID: Identifies the MIME entities uniguely with reference to multiple contexts.

o Content-Description: Used when the body is not readable (e.g. video).

S/MIME Functionality In terms of the general functionality, S'MIME is quite similar to PGP. Like
PGP, S/MIME provides for digital signatures and encryption of email messages. More specifically,
S/MIME offers the functionalities as depicted in Table 6.10.
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. Credit card details are not available to the in S5L.
(a) merchant (b) customer
(c) payment gateway (d) issuer
. Electronic money is made up of in physical form.
(a) floppy disks (b) computer files
(¢) hard disks (d) credit card
money can create the double spending problem.
(a) Identified, online (b) ldentified, offline
(¢} Anonymous, online (d} Anonymous, offline
PEM allows for security options.
fa) 2 (b) 3
(c) 4 (d) 5
The protocol needs to identify the content type before email can be transmitted.
(a}y PEM (b) PGP
(c) SMTP (d) MIME
In , we have the concept of key rings.
(a) PEM (b) PGP
(c) SMTP (d)y MIME
In , the user needs to authenticate before using a credit card in an electronic
transaction.
(a) SET (b) SSL
(c) 3-D secure (d) WTLS
The security layer in WAP is between the layer and the layer.
{a) transaction, transport (b) application, transport
(c) transport, physical (d) session, transport

Q EXERCISES

® NN~

hed

Why is the SSL layer positioned between the application layer and the transport layer?
What is the purpose of the SSL alert protocol?

Explain the SSL handshake protocol.

How is SHTTP different from SSL?

What is the significance of the time stamping protocol?

Which are the key participants in SET?

How does SET protect payment information from the merchant?

Outline the broad level steps in SET.

How is 3-D Secure different from SET?

What is electronic money?

. Why is anonymous offline electronic money dangerous? Discuss the double spending problem.

Mention the broad level steps in PEM and PGP.

. Explain the concept of key rings in PGP.
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What is the security concern in WAP?
How doe GSM security work?

' E]’ DESIGN/PROGRAMMING EXERCISES

l.

Many real-life algorithms, including RSA and SSL; use the principle of GCD. Find out why the
GCD of any two consecutive integers, n and n+1 is always 1. (Hint: Refer to Appendix A).

Find out the GCD of two numbers: 42120 and 46510.

Write a Java implementation of the GCD method provided in Appendix A (which provides a similar
implementation in C).

. Write a C program to test whether an inputted number is prime or not.
. Achieve the same objective as above, using Java.

Assume a 24-bit input as 101010111100000101100110 and transform it into its Base-64
equivalent, using the algorithm shown in this chapter.

. Write a C program to perform Base-64 encoding on a 24-bit input.
. Think about what will happen if we do not have Base-64 encoding mechanism.
. Can we implement the concept of key rings on the Internet (e.g. when we purchase something

over the Internet)? Why?

Consider the following text:

Welcome to the world of Secunty. The world of Security is full of interesting problems and
solutions.

How would the Lempel-Ziv algorithm compress this text? Consider a conceptual view, where we
want to compress (replace) the words to, the, of and security.

Investigate more about the differences between GSM and 3G technologies from a security stand
point,

If we implement both WTLS and GSM/3G security, would it offer any extra security? Would one
of these be redundant? Why?

SSL talks about security at the transport layer. What if we want to enforce security at the lower
layers?

Investigate how to use SSL in Java and NET. Write an SSL client and server in these
technologies.

Apache has implemented an open source library of SSL components. Investigate more and
implement SSL using it.
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\_ﬂ 7.1 Introduction

One of the key aspects of cryptography and network/Internet security is authentication. Authentication
helps establish trust by identifying who a particular user/system is. Authentication ensures that the
claimant is really what he/she claims to be. This chapter discusses the various aspects of authentication
mechanisms.

There are many ways to authenticate a user. Traditionally, user ids and passwords have been used.
But there are many security concerns in this mechanism. Passwords can travel in clear text or can be
stored in clear text on the server, both of which are dangerous propositions. Modern password-based
authentication techniques use alternatives as encrypling passwords, or using something derived from
the passwords in order to protect them.

Authentication tokens add randomness to the password-based mechanism and make it far more
secure. This mechanism requires the user to possess the tokens. Authentication tokens are quite popular
in applications that demand high security.

Certificate-based authentication has emerged as a modern authentication mechanism, thanks to the
emergence of the PKI technology. This is also quite strong, if implanted correctly. Smart cards can also
be used in conjunction with this technology. Smart cards facilitate cryptographic operations inside the
card, making the whole process a lot more secure and reliable.

Biometrics is also getting a lot of attention these days, and is based on human biological
characteristics. However, 1t has still not matured completely.

This chapter examines all these mechanisms of authentication in great detail. It discusses the
advantages and drawbacks of each one of them. The chapter then concludes with the coverage of
Kerberos, a single sign on mechanism implemented in many real-life systems.

L@ 7.2 Authentication Basics

Whe are you? is a question that we ask everyday and get asked. It has a lot of importance and
significance in the world of cryptography. As we studied earlier, the whole concept of authentication is
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Step 1: User’s computer calculates a message digest of the password after
the user enters the password (the entry is not shown, but is assumed).

Client Server

j,: ”—— N

Message digest
algorithm

+{: > 9mn

Step 2: User's computer now uses the message digest of the password to
encrypt the random challenge received from the server.

. - Encrypt @&aT "+

+{: > 9mn

Step 3: User's computer sends the random challenge, which was encrypted
with the message digest of the password, to the server.

Client Server

Login request J\\'\\
FoE]

s 1 |
Id = atul % *\
Password = @&aT" +

- Fig.7.12 User sends the user id and encrypted random challenge to the server

Note that the random challenge is different every time. Therefore, the random challenge encrypted
with the message digest of the password would also be different every time. Therefore, an attacker
attempting a replay attack is quiet unlikely to succeed now. This is the basis for many real-life
authentication mechanisms, including Microsoft Windows NT 4.0. Windows NT 4.0 uses the MD4
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Step 1: The server's user authentication program obtains the message digest of the

user's password from the user database.
—— Id = atul w

= i
b Message digest of the Id Password
password retrieval Jyoti  G%ES1
Amar Vt"BO+1

1 |
- ™ Atul  +{>9mn
—/ —_— Here is the message digest
\ of the password \u/
User database

+{:=8mn

Step 2. The server encrypts the original random challenge with this value.

— Random challenge encryption pm@ . »
Sarver / P
Here is the encrypted random l

1 I \\l EhE“EngE Random
e challenge
—z/ \ #{=8mn

@&ai” + Bncryptmn

@&a’l‘“ *

Step 3. The server compares the two encrypted random challenges.

= Encrypled random challenge phos il
Server comparison program comparison

7/ - 1.\ Calculated by server weath + —]

Sent by user @&aTt + -

< Success
Success

- Fig.7.13 Server compares the two encrypted random challenges
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Step 1: The user's id and password travel to the server. The password is encrypted
by SSL on the user's computer before it is sent.

Client

Server
1. Login request >
| 1

ld = atul = =
Password = [+9%~ _(/ﬁ-—--—--—-:ﬁ\

Step 2: The server's user authentication program now checks the user id and the
encrypted password against the database.

= Id = atul oy SR N
Password = [+9%~ \\___,/J

Server o
id  Password
User authenticator progra m> Jyoli  &*()%A

i | Amar - -+="1:
_/‘-—-—:-“* S _ Atul  [+9%~
< % Login successful

User database

Step 3: The server sends back an appropriate menu or message to the user.

——

s
——

Client Server
Login successful
| I|

|/

Il'l

—
—
k.

Application Menu
1. View Balance
2, Transfer money

- Fig.7.15 Encrypting password on the client’s computer and also in the database

perform any transmission). Therefore, the encrypted password in the database would not actually be
the same as the encrypted password coming from the user’s computer. However, the main idea here is
that both are encrypted passwords — neither of them is in clear text. That is the purpose of this
illustration. The fact that the encrypted versions of these two passwords may not be the same and that
the server-side application logic would perform the necessary conversions between the two for
verification is a minor technical variation, which we shall ignore.
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7.3.4 The Problems with Passwords

As we mentioned, a major misconception is that passwords are the simplest and the cheapest form of
authentication mechanisms. An end user might actually be right in having this perspective. However,
from an application or system administration point of view, this is quite incorrect.

Typically, an organization has a number of applications, networks, shared resources and intranets.
Worse yet, these applications have varying needs of security measures and they grow over a period of
time. Therefore, each such resource demands its own user id and password. This means that an end
user has to remember and correctly use many user ids and passwords. To overcome the troubles
associated with this, most users either keep the same password for all the resources, or record their
passwords at some place. These places can be really weird. For instance, many users keep the
passwords in their electronic diaries, or paper diaries, or cupboards, below the keyboard, or sometimes
even stick to their monitor! Either way, this creates great concerns for the security of passwords, and
therefore, the access of the resources.

Password maintenance is a very big concemn for system administrators. A study shows that system
administrators spend about 40% of their time creating, resetting or changing user passwords! This can
truly be a nightmare for the system administrators,

Organizations specify password policies, which mandate the structure of passwords. For instance,
an organization policy could have some of the following policies governing the passwords of its users:

v The password length must be at least 8 characters.

v" It must not contain any blanks.

¥" There must be at least one lower case aiphabet, one upper case alphabet, one digit and one special
character in the password.

v" The password must begin with an alphabet,

As we can see, this (like a salt in PBE, as discussed earlier) can be a significant deterrent to dictionary
attacks, whereby attackers simply take normal words (from a dictionary) and try them as passwords.
However, this creates a problem of remembering cryptic passwords for the end users. Therefore, end
users resort to writing their passwords somewhere, which can defeat the whole purpose of a password
policy!

In a nutshell, there are no easy solutions here!

i_ﬂ 7.4 Authentication Tokens
7.4.1 Introduction

An authentication token is an extremely useful alternative to a password. An authentication token is a
small device that generates a new random value every time it is used. This random value becomes the
basis for authentication. The small devices are typically of the size of small key chains, calculators or
credit cards. Usually an authentication token has the following features:

* Processor

 Liquid Crystal Display (LCD) for displaying outputs
« Battery

« {Optionally) a small keypad for entering information
. (Optionally) a real-time clock
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The server now needs to verify the user’s signature. For this purpose, the server consults the user
database to obtain the user’s public key (since that can alone verify the user’s signature). It then uses
this public key to decrypt (also called as de-sign) the signed random challenge received from the user.

After this, it compares this decrypted random challenge with its original random challenge. This is
shown in Fig. 7.34.

Step 1: The server's user authentication program obtains the public key for the user from

the user database.
——— Id = atul ©
Se

el Public key retrieval Id Public Key

Jyoti 159010191

I ] Amar 415801617

\ Here is the public key || Atul 615019191
615019191 L S|

User database

Step 2: The server decrypts (designs) the signed random challenge received from the user,
using the user's public key.

Encrypted random
[— Decryption program > challenge
e | 90184112124832
Here is the decrypted value
| I o l-
E : 8102811291012 : Decryption
615019191 & process
Public key l
8102811291012

Step 3: The server compares the two encrypted random challenges.

Random
W - Random challenge comparison program challenge
=aver comparison
L
=y J
\ Decrypted value 8102811291012

Original value 8102811291012 —

< Success Success

b-Fig.7.34 Server compares the two random challenges




370 Cryptography and Network Security

Step 5: Server returns an appropriate message back to the user Finally, the server sends an
appropriate message back to the user, depending on whether the previous operations yielded success or
failure. This is shown in Fig. 7.35.

-1 Server
Login successful

I J
Application Menu _f",: \

1. View Balance
2. Transfer money

I

V- Fig.7.35 Server sends an appropriate message back to the user

7.5.3 Use of Smart Cards

The use of smart cards can actually be related to certificate-based authentication. This is because smart
cards allow the generation of private-public key pairs within the card. They also support the storage of
digital certificates within the card. The private key always remains inside the card in a secure, tamper-
free fashion. The public key and the certificate can be exported outside. Also, the smart cards are
capable of performing cryptographic functions such as encryption, decryption, message digest creation
and signing within the card.

Thus, during certificate-based authentication, the signing of random challenge sent by the server can
be performed within the card. That is, the random challenge can be fed as input to the smart card, which
can accept it, encrypt it with the smart card holder’s private key, thus producing digital signature within
the card, which 1t outputs back to the application.

However, one thing must be noted about the usage of smart cards. They must be used judiciously to
perform selective cryptographic operations. For instance, if we wish to sign a 1| MB document using a
smart card, it would be quite cumbersome if we expect the smart card to first produce a message digest
of the document and then sign it. This is because just moving the | MB data to the smart card through
the half-duplex 9,600 bits per second (bps) smart card interface would take about 15 minutes! Clearly,
the approach should be to first generate a message digest outside of the smart card (i.e. inside the
computer), and feed it to the smart card just for encrypting it to produce the digital signature.

Since smart cards are portable, one can virtually walk around with one’s private key and digital
certificate. Traditionally, smart cards have problems associated with them. These issues and their
emerging solutions are listed in Table 7.1.

Still, there is a lack of standardization and inter-operability between smart card vendors. This would
change, as the industry matures. This would mean that the security of PKJ solutions can really become
very strong,
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Table7.1 Problems and their Solutions Related to Smart Card Technology

Problem/Issue Emerging solution

Smart card readers are not yet a part of a | The new versions of computers and mobile devices are
desktop computer, unlike a hard disk drive | expected to come with smart card readers out of the
or a floppy disk drive box.

Non-availability of smart card reader driver | Microsoft has made the PC/SC smart card framework
software an integral part of the Windows 2000 operating system.
Most smart card reader manufacturers ship the PC/SC
compliant reader drivers, making the process of adding
a reader hardware to the computer a plug-and-play

operation.
Non availability of smart card aware Smart-card aware software such as Microsoft Crypto
cryptographic services software API (MS-CAPI) comes free with Internet Explorer.
Cost of smart cards and card readers is This is reducing now. Smart cards are available for
high about 55, and the card readers for about $20.

@) 7.6 Biometric Authentication

7.6.1 Introduction

Biometric authentication mechanisms are receiving a lot of public attention. A biometric device is
perhaps the ultimate attempt in trying to prove who you are. A biometric device works on the basis of
some human characteristics, such as fingerprint, voice or pattern of lines in the tris of your eye. The
user database contains a sample of user’s biometric characteristics. During authentication, the user is
required to provide another sample of the user’s biometric characteristics. This is matched with the one
in the database and if the two samples are the same, then the user 15 considered to be a valid one.

The important idea in biometrics is that the sample produced during every authentication process can
vary slightly. This is because the physical characteristics of the user may change for a number of
reasons. For instance, suppose the finger print of the user is captured and used for authentication every
time. The sample taken every authentication may not be the same, because the finger can be dirty, can
have cuts, other marks or the finger’s position on the reader can be different and so on. Therefore, an
exact match of the sample need not be required. An approximate match can be acceptable.

This is also the reason why, during the user registration process, multiple samples of the user
biometric data are created. They are combined and their average stored in the user database, so that the
different possibilities of the user’s samples during the actual authentication can roughly map to this
average sample. Using this basic philosophy, any biometric authentication system defines two
configurable parameters: the False Accept Ration (FAR) and the False Reject Ration (FRR). The
FAR is a measurement of the chance that a user who should be rejected is actually accepted by a system
as good enough. FRR 15 a measurement of the chance that a user who should be accepted as valid is
actually rejected by a system as not good enough. Thus, FAR and FRR are exactly opposite of each
other.
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Application Programs needing cryptography services

!

O3 &

Provider 1 Provider 2 Provider n

bFig.8.4 [CA engine classes and providers

As we had discussed earlier, Java 2 came with a new utility called as Keytool. Keytool stores the
public and private keys separately, and protects them with passwords. The database used by the keytool
to store the keys is called as keystore, Usually, the keystore is a simple computer file with a .keystore
extension, in the user’s home directory. Let us list down a few important services provided by keytool:

* Creation of key pairs and self-signed certificates

= Export certificates

* [ssue Certificate Signing Requests (CSR) to be sent to a Certification Authority (CA) for
requesting a certificate

« Import other people’s certificates for signature verification

For example, we can type keyfool —genkey as a command to generate a key pair. Interestingly, the
keystore database can be accessed even programmatically. For this, keystore is treated as a class and
used in an application program.

JCA Features Having understood the basic concepts behind the JCA architecture, we will now
discuss some of the features offered by JCA in terms of cryptographic capabilities.

As we might have realized by now, application developers are usually interested only in using the
engine classes for performing the desired cryptographic operations. Each engine class has a public
interface, i.e. a set of methods, which specify the operations that the engine class can perform. This is
true for most Object Oriented (Q0) systems these days, anyway. However, none of the engine classes
has a public constructor. Instead, every engine class provides a getInstance ( ) method, which accepts
the name of the desired algorithm as an argument and returns an instance of the appropriate class.

Let us now look at an example of creating a message digest using the SHA-1 algorithm, written using
JCA. The code contains detailed comments for those not familiar with the Java syntax, as shown in
Fig. 8.5. _

Let us summarize the steps involved in creating the message digest, as shown in the figure. The call
to the getnstance ( ) method finds and loads a message digest object that implements the SHA-1
message digest algorithm. After we create our input string to be digested, we pass that data to the
update { ) method of the message digest object and then write it to the output file. Finally, we call the
digest { ) method to create the message digest and add 1t to the same file.

- Similar functionalities exist for digital signature and other cryptographic functionalities in JCA. In
every case, the separation between the engine classes and the provider classes is carefully maintained
and managed.
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Even n the days of restrictions, things were not so simple. Companies had found loopholes to create
their own clones of JCE as third party implementations. Of course, for the sake of completeness, 1t must
be pointed out that JCE was not the only cryptography software that came under the restrictions
imposed by the US government. Several other cryptographic software applications as well as the
algorithms themselves were restricted. Moreover, many algorithms are patented as well. This means
that the users of the algorithm must pay a licensing fee to the patent-holders. For instance, RSA Data
Security Inc holds patents in the US on many algorithms based on RSA encryption and digital signature.
Similarly, Ascom System AG (Switzerland) holds the patent for the IDEA algorithm. Therefore, if the
application developers reside in a country where these patent rules apply, the application developers as
well as the end users must pay a licensing fee to the patent holders, depending on the clauses in the
patent document.

Coming back to the onginal discussion of the historical restrictions on JCE, Java apphication
developers who wanted to use JCE had to observe the following points.

* They had to procure JCE separately from the JDK. The official JCE developed by Sun
Microsystems could be obtained only by the citizens of the US and Canada. People residing in
other countries could procure third-party implementations of JCE.

* Electronic documentation of JCE was also supposed to follow the same guidelines as above.
(However, in practice, this was never the case. This clause was violated to a great extent).

* The JCE APIs and any applications developed using JCE could not be used outside the US or
Canada. An interesting situation was: what if the developers hosted the application within the US
or Canada and allowed applets to be downloaded on the browser clients outside of the US or
Canada (which, in turn, used cryptography)? This could be highly possible in this age of Internet.
Therefore, this was also restricted.

JCE Architecture The architecture of JCE follows the same pattern as that of JCA. It is also based
on the concept of the engine classes and the provider classes. There is only one difference. JCE also
comes with one implementation of the engine classes. This implementation is the default
implementation, provided by Sun Microsystems. Since the architecture of JCE is very similar to that of
JCA, we will not discuss it any further.

We will conclude our discussion with an example demonstrating an encryption process using JCE.
This 1s shown in Fig. 8.6. As before, the example contains a lot of comments to help us understand what
15 going on inside the code.

The comments inside the code should have explained what is going on at each stage during the
encryption process. We will not repeat those steps again.

8.2.4 Conclusions

Both JCA and JCE are strong cryptographic architectures. They have been carefully planned and
designed, so as to allow for future expansions as well as vendor-independence. However, the biggest
problem with the use of Java cryptography was related to the licensing issues. Because of the US export
taws, JCE did not come as a part of the core JDK, and it could also be procured outside the US and
Canada easily. This was also why JCE was not a part of the Web browser software.

Now that the restrictions have been lifted, application developers can use JCE freely. The biggest
advantage of using JCE 1s that it 15 free.
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try {

public class EncryptionDemo {
public static voidmain (Stringargs [ 1) {

A The KeyGenorator class provided by JCE can be used to generate

ff symmetric (secret) keys, We specify which algorithm we will use with
Hothis symmetric key for actual encryption. Here, we specify 1t as DES.
KeyGenerator kg = KeyGenerator,getInstance {“DES™):

ff The Cipher class 15 used to instantiate an object of the specified
ffencryption alaorithm class. We can also specity the mode and padding

£ schemse to be used during the encryption process. In this case, we 1ndicate
f¢ that we want to use the DES encryption algorithm in the Cipher Block

A/ Chaining (CBC) mode with padding as specified in PKCS#S standard.

Cipher c = Cipher.getInstance (“DES/CBC/PKCSSPadding™};

fF The generatefey function generates a symmetric key, using the
{7 parameters discussed above, The key s stored in a variable called as kay.
Key key = kg.generatekey ( }:

4 JCE demands that once the Key 15 generated, we must execute an it ()
ff method against the Cipher object created earlier. This method takes two
A parameters . The first parameter specifies 17 we want to perform

A encryption or decryplion. The second parameter specifies which key to
ff use in that operation.

c.imit (Cipher.ENCRYPT MODE, key):

{7 Now we specify the plain text, which we want to encrypt. We also
Fftranatarm it into a byte array.
byte plaintext [ ] = "I am plain text. Please encrypt me.”.getBytes { }:

A Execute the doFinal ¢ ) method, wnich performs the actual encryption or

ff decryption (in this case, 1t 15 encryption) . 1t accepts the plain text as the
A input parameter, and returns cipher text. Also, this method 15 a part of the
Hf Cipher object (note the prefixc. ).

byte ciphertext [ ] = c.doFinal (plaintext):

lecatch (Exceptione) {

e_printStackTrace ( }:

b Fig.8.6 Example of encryption in Java using JCE

\ﬂ 8.3 Cryptographic Solutions Using
Microsoft .NET Framework

8.3.1 Class Model

We take a look at the cryptography features provided by Microsoft in its .NET framework.

Like JCA and JCE, the .NET framework cryptographic object model was designed to allow the
addition of new algorithms and implementations in an effortless manner. In the model, a category of
algorithms such as symmetric algorithms is modeled as a single abstract base class. Individual
algorithms are represented by the respective abstract algorithm classes. Finally, there is a concrete

implementation class per abstract algorithm class. Figure 8.7 shows the idea.
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Let us briefly discuss the header fields inside a TCP segment.

* Source port number: This 2-byte number signifies the port number of the source computer,
corresponding to the application that 1s sending this TCP segment.

* Destination port number: This 2-byte number signifies the port number of the destination
computer, corresponding to the application that is expected to receive this TCP segment.

* Sequence number: This 4-byte field defines the number assigned to the first byte of the data
portion contained in this TCP segment. TCP is a connection-oriented protocol. For ensuring a
correct delivery, each byte to be transmitted from the source to the destination is numbered in an
increasing sequence. The sequence number field tells the destination host, which byte in this
sequence comprises the first byte of the TCP segment. During the TCP connection establishment
phase, both the source as well as the destination generate different unique random numbers. For
instance, if this random number is 3130 and the first TCP packet is carrying 2000 bytes of data,
then the sequence number field for that packet would contain 3132 (bytes 3130 and 3131 are used
in connection establishment). The second segment would then have a sequence number of 5132
(3132 + 2000) and so on.

* Acknowledgement number: If the destination host receives a segment with sequence number X
correctly, it sends X + 1 as the acknowledgement number back to the source. Thus, this 4-byte
number defines the sequence number that the source is expecting from the destination as a receipt
of the correct delivery.

» Header length: This 4-bit field specifies the number of four-byte words in the TCP header. As we
know, the header length can be between 20 and 60 bytes. Therefore, the value of this field can be
between 5 (because 5 x 4 = 20) and 15 (because 15 x 4 = 60)).

» Reserved: This 6-byte field is reserved for future use ana is currently unused.

= Flag: This 6-bit ficld defines six different control flags, each one of them occupying one bit. Out
of the six flags, two are most important. The SYN flag indicates that the source wanis to establish
a connection with the destination. Therefore, this flag is used when a TCP connection is being
established between two hosts. Similarly, the other flag of importance is the FIN flag. If the bit
corresponding to this flag is set, then it means that the sender wants to terminate the current TCP
connection.

*» Window size: This field determines the size of the sliding window that the other party must
maintain.

* Checksum: This 16-bit field contains the checksum for facilitating the error detection and
correction.

* Urgent pointer: This field is used in situations where data in a TCP segment is more important or
urgent than other data in the same TCP connection. However, a discussion of such situations 1s
beyond the scope of the current text.

9.2.3 IP Datagram Format

The TCP header plus the original message is now passed to the IP layer. The IP layer treats this whole
package of TCP header + original message as its original message and adds its own header to it. This
results into the creation of an IP datagram. The format of an IP datagram is shown in Fig. 9.4,

An IP datagram i1s a variable-length datagram. A message can be broken down into multiple
datagrams and a datagram in turn can be fragmented into different fragments, as we shall see. A
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Version | HLEN | Service Type Total Length
(4 bits) | (4 bits) (8 bits) (16 bits)
Identification Flags Fragmentation Offset
(16 bits) (3 bils) (13 bits)
Time to live Frotocol Header Checksum
(B bits) (8 bits) (16 bits)
Source IP address
(32 bits)
Deslination IP address
(32 bits)
Data
Options

- Fig.9.4 [Pdatagram

datagram can contain a maximum of 65,536 bytes. A datagram is made up of two main parts: the header
and the data. The header consists of anywhere between 20 and 60 bytes and essentially contains
information about routing and delivery. The data portion contains the actual data to be sent to the
recipient. The header is like an envelope: it contains information about the data. The data is analogous to
the letter inside the envelope. Let us examine the fields of a datagram in brief.

Version — This field currently contains a value 4, which indicates IP version 4 (IPv4). In future,
this field would contain 6 when IP version 6 (IPv6) becomes the standard.

Header Length (HLEN) - Indicates the size of the header in a multiple of four-byte words. When
the header size is 20 bytes as shown in the figure, the value of this field is 5 (because 5 x 4 = 20)
and when the option field is at the maximum size, the value of HLEN is 15 (because 15 x 4 = 60).
Service type — This field is used to define service parameters such as the priority of the datagram
and the level of reliability desired.

Total length — This field contains the total length of the IP datagram. Because it 1s two bytes long,
an IP datagram cannot be more than 65,536 bytes (2'° = 65,536).

Identification — This field is used in the situations when a datagram is fragmented. As a datagram
passes through different networks, it might be fragmented into smaller sub-datagrams to match
the physical datagram size of the underlying network. In these situations, the sub-datagrams are
sequenced using the identification field, so that the original datagram can be reconstructed from
them,

Flags — This field corresponds to the earlier field (identification). It indicates whether a datagram
can be fragmented in the first place — and if it can be fragmented, whether it is the first or the last
fragment or it can be a middle fragment, etc.

Fragmentation offset — If a datagram is fragmented, this field is useful. It is a pointer that
indicates the offset of the data in the original datagram before fragmentation. This is useful when
reconstructing a datagram from its fragments.
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« Time to live — We know that a datagram travels through one or more routers before reaching its
final destination. In the case of network problems, some of the routes to the final destination may
not be available because of many reasons such as hardware failure, link failure or congestion. In
that case, the datagram may be sent through a different route. This can continue for a long time if
the network problems are not resolved quickly. Soon, there could be many datagrams traveling in
different directions through lengthy paths, trying to reach their destinations. This can create
congestion and the routers may become too busy, thus bringing at least parts of the Internet to a
virtual halt. In some cases, the datagrams can continue to travel in a loop in between, without
reaching the final destination and in fact, coming back to the onginal sender. To avoid this, the
datagram sender initializes this field (that is, Time to live) to some number. As the datagram travels
through routers, this field is decremented each time. If the value in this field becomes zero or
negative, it 1s immediately discarded. No attempt i1s made to forward it to the next hop. This avoids
a datagram traveling for an infinite amount of time through vanous routers and therefore, helps
avoid network congestion. After all the other datagrams have reached the destination, the TCP
protocol operating at the destination will find out this missing datagram and will have to request for
its retransmission. Thus, 1P is not responsible for the error-free, timely and in-seguence delivery
of the entire message — it is done by TCP.

« Protocol — This field identifies the transport protocol running on top of IP. Afier the datagram is
constructed from its fragments, it has to be passed on to the upper layer software piece. This
could be TCP or UDP. This field specifies which piece of software at the destination node the
datagram should be passed on to.

+ Source address — This field contains the 32-bit IP address of the sender.

» Destination address — This field contains the 32-bit [P address of the final destination.

* Options - This field contains optional information such as routing details, iming, management
and alignment. For instance, it can store the information about the exact route that the datagram
has taken. When it passes through a router, the router puts in its id and optionally, also the time
when it passed through that router, in one of the slots in this field. This helps tracing and fault
detection of datagrams. However, most of the time, the space in this field is not sufficient for all
these details, therefore, it is not used very often.

This brief introduction to TCP/IP would suffice for the scope of the current text.

E 9.3 Firewalls

9.3.1 Introduction

The dramatic rise and progress of the Internet has opened possibilities that no one would have thought
of. We can connect any computer in the world to any other computer, no matter how far the two are
located from each other. This is undoubtedly a great advantage for individuals and corporate as well.
However, this can be a nightmare for network support staff, which is left with a very difficult job of

trying to protect the corporate networks from a variety of attacks. At a broad level, there are two Kinds
of attacks:

* Most corporations have large amounts of valuable and confidential data in their networks. Leaking
of this critical information to competitors can be a great setback.
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I Fig.9.13 Application gateway

4. The application gateway now accesses the remote host on behalf of the user and passes the
packets of the user to the remote host. Note that there is a variation of the application gateway,
called as circuit gateway, which performs some additional functions as compared to those
performed by an application gateway. A circuit gateway, in fact, creates a new connection
between itself and the remote host. The user is not aware of this and thinks that there is a direct
connection between itself and the remote host. Also, the circuit gateway changes the source [P
address in the packets from the end user’s IP address to its own. This way, the IP addresses of
the computers of the internal users are hidden from the outside world. This is shown in Fig. 9.14.
Of course, both the connections are shown with a single arrow to stress on the concept, in reality,
both the connections are two-ways.

Source
address = address =

IP packet IP packet
=——n [ HTTP
- SMTP -
FTP

o TELNET 08 o

Inside host Application gateway Outside host
IP address = IP address =
178.29.10.90 178.29.10.70

FFig.9.14 Circuit gateway operation

The SOCKS server 1s an example of the real-life implementation of a circuit gateway. It is a client-
server application, The SOCKS client runs on the internal hosts and the SOCKS server runs on the
firewall.

3. From here onwards, the application gateway acts like a proxy of the actual end user and delivers
packets from the user to the remote host and vice versa.

Application gateways are generally more secure than packet filters, because rather than examining
every packet against a number of rules, here we simply detect whether a user is allowed to work with
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a TCP/IP application or not. The disadvantage of application gateways is the overhead in terms of
connections. As we noticed, there are actually two sets of connections now: one between the end user
and the application gateway and another between the application gateway and the remote host. The
application gateway has to manage these two sets of connections and the traffic going between them.
This means that the actual communicating internal host is under an illusion, as illustrated in Fig. 9.15.

HTTP
SMTE
FTP
Real connection Real connection

,,H"_7 TELMET ﬁh

_'_'_,,J-r"'"r
g Application gateway HH“‘"H-.H\\IL

Internal host ™~ -="  External host

Fig.9.15 Application gateway creates an illusion

An application gateway is also called as bastion host. Usually, a bastion host is a very key point in the
security of a network. How it functions is explained in more detail in the next section.

Network Address Translation (NAT) One of the interesting jobs done by a firewall or proxy
server is to perform Network Address Translation (NAT). The number of people using the Internet
from home, office or other places is increasing at a mind boggling rate. Earlier, users would access the
Internet via an Internet Service Provider (ISP) for a short ume and then disconnect. Thus, the ISP
would have a set of IP addresses, from which it would dynamically allocate one [P address to every
user for the duration the user was connected to the Internet. Once the user disconnected, the ISP would
reallocate that same IP address 1o another user, who wanted to connect to the Internet now.

However, this situation changed dramatically as the number of people connecting to the Internet
increased dramatically. Moreover, people started using the ADSL or cable connections to connect to the
Internet, sing the broadband technology. Worse vet, people wanted multiple IP addresses for
themselves, since they started creating small personal networks. This led to a serious problem of
shortage of [P addresses.

NAT attempis to solve the problem of the shortage of IP addresses. NAT allows a user to
have a large number of IP addresses internally, but only a single IP address externally. Only
the external traffic needs the external address. The internal traffic can work with the internal
addresses.

For NAT to be possible, the Internet authorities have specified that certain IP addresses must be used
as only internal IP addresses. Others should be used only as external IP addresses. Thus, just by looking
at an [P address, we can determine whether it is an internal or external [P address. Also, routers and
hosts have no confusion, because of this classification. The internal (or private) IP addresses are listed
in Fig. 9.16.

Any individual or organization can use any address within this range as an internal IP address,
without needing to seek permission from anyone. Any address within this range is unigue within that




444 Cryptography and Network Security

ﬂrganlzallnn_ﬁ network, but IlS In:-hsfmusly not Range of IP addresses Total cotnt
unigque outside of the organization’s network. -
That does not matter, since the address is meant | 10000 1o 10.255.255.255 ‘

to be used in the context of, i.e. inside an 172.16.0.0 to 172.31.255.255 220
organization's network anyway. Therefore, if a
router receives a packet with destination address
equal to an address that falls in one of the above V- Fig.9.16 Internal or private IP addresses
the ranges, it does not forward it outside, since it

knows that the address is internal.

When implemented in real-life, a NAT configuration looks similar to what is shown in Fig. 9.17. As
we can see, the router has two addresses: one external 1P address and the other is an internal IP address.
The external world (i.e. the rest of the Internet) knows the router based on the router’s external address
of 201.26.7.9, whereas the internal hosts refer to the router based on the router’s internal address of
192.168.100.10. Also note how the internal hosts have internal 1P addresses (192.168.x.x).

192.168.0.0 to  192.168.255.255 216

Internal network with internal IP addresses

ey 182.168.10.1

192.168.10.2

— 192.168.10.3

e MNAT router

S

:
]

Router's internal IP t ‘ Router's external IF'W
|

address address

g, e e . g oy Vo s o e i e TR i g e s o e [ o e g e [

Fig.917 NAT implementation example

This clearly means that the external world always sees only one IP address: the NAT router’s external
I[P address. Thus:

» For all incoming packets, regardless of which is actually the final destination in the internal
network, the destination address field would always contain the NAT router’s external address
when the packet enters the network.

» For all outgoing packets, regardless of which is actually the original sender in the internal network,
the source address field would always contain the NAT router’s external address when the packet
leaves the network.
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As a result, the NAT router has to perform the job of address translation. For this purpose, the NAT
router does the following:

» For all incoming packets, the NAT router replaces the destination address of the packet (which is
set to the NAT router’s external address) with the internal address of the final receiving host.

» For all outgoing packets, the NAT router replaces the source address of the packet (which is set to
the internal address of the original sender host) with the external address of the NAT router.

This concept 1s shown in Fig. 9.18.

Internal network with internal IF address i
|
|
_I 192.168.10.1 |
_— i
| I

= 0 [
|

T | 1
'r Source: 201.26.7.9

]

Destination: 192.168.10.1

I-Fig.9.18 NAT example

If we have studied this carefully, we would have realized that NAT for outgoing packets is pretty
much straightforward. The NAT router simply has to replace the source address in the packet, which is
the internal host's address with the external address of the NAT router. However, when it comes to
incoming packets, how does the NAT router know what should be the actval internal host address?
After all, if a network contains hundreds of hosts, the packet can be intended for any one of tham!

For resolving this issue, the NAT router maintains a simple translation table, which maps the internal
address of the host with the address of the external host to which the internal host is sending this packet.
Thus, whenever an internal host sends a packet to an external host, the NAT makes an entry into the
translation table. This entry contains the addresses of the internal host and that of the external host to
which the packet is being sent over the Internet. Whenever a response comes back from any external
host, the NAT router consults the translation table to see to which internal host the packet should be
sent.
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Let us consider an example to understand this.

(a)

(b)

(c)

(d)

(e)

(f)

Suppose an internal host (with address 192.168.10.1) wants to send a packet to an external host
(with address 210.10.20.20). The internal host sends this packet on to the internal network, which
reaches the NAT router. Currently, this packet contains source address = 192.168.10.1 and
destination address = 210.10.20.20,

The NAT router adds an entry to the translation table, as follows:

Translation table

Internal External

192.168.10.1 210.10.20.20

The NAT router replaces the source address in the packet with its own address (i.e. 201.26.7.9)
and sends the packet to the appropriate external host over the Internet, with the help of the usual
routing mechanisms. Now, this packet contains source address = 201.26.7.9 and destination
address = 210.10.20.20.

The external router processes the packet and sends a response back. Currently, this packet
contains source address = 210.10.20.20 and destination address = 201.26.7.9.

The packet reaches the NAT router, as the destination address in the packet matches with that of
the NAT router. The NAT router needs to find out whether this packet is meant for itself or for
another internal host. Therefore, the NAT router consults its translation table to see if there is any
entry for address 210.10.20.20 as the External address. In other words, the NAT router tries to
find out if any host has sent a packet to and is expecting a response from an external host with
address 210.10.20.20. It finds a match and comes to know that the internal host corresponding to
this entry has an address of 192.168.10.1.

The NAT router replaces the destination address of the packet with that of the internal host for
which it is destined, i.e. 192.168.10.1 and forwards the packet to this host.

This process is depicted in Fig. 9.19.

All this works fine, but we have another problem. With this scheme, only one internal host can
communicate with any given external host at a given moment. Otherwise, the translation table will have
multiple internal address entries for the same single external host. As a result, the NAT router will not be
able to decide to which of these internal hosts a packet needs to be forwarded. In some cases, the NAT
router has multiple external addresses. For example, if the NAT router has four external addresses, four
internal hosts can access the same single external host now, each via a separate external NAT router
address. However, there are two limitations in this approach:

(1)

(i)

There is still a limitation on the number of internal users that can access the same external host
simultaneously.

A single internal host cannot access two different applications on the same single external host
(e.e. HTTP and FTP) at the same time. This happens because there is no way to distinguish
between one application and another. For a single internal-external host combination, our
translation table has a single entry.
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b Fig.9.19 Translation tablein NAT

To resolve these issues, the translation table is modified to several new columns. The modified
translation Table 9.1 gives further details.

Table9.1 Modified NAT Translation Table

Transport
protocol

Internal Internal port External
address address
192.168.10.1 | 300 210.10.20.20
192.168.10.1 | 301 210.10.20.20
192.168.10.2 p 26601 210.10.20.20
192.168.10.3 | 1275 207.21.1.5

External NAT port |
prort
80) 14000 ]
21 14001
80 14002 |
30 14003 '

TCR
iy 8o
TCP
TR

Let us now understand how these additional columns resolve our problems.

* The Internal port column signifies the port number used by the application program on the internal
host. As per TCP/IP specifications, this port number is randomly chosen. However, this port
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number is important because when a response comes back from the other side corresponding to
the user’s request, the user’s computer needs to know to which application program the response
needs to be handed over. This is determined by this port number.

* The External port column signifies the port number used by the application program on the server
side. This port number is always fixed for a given application and is known as well-known port.
For example, an HTTP server always runs on port 80, an FTP server always run$ on port 21, elc.
This is why we see these numbers in this column.

* The NAT port is a sequentially incrementing number, generated by the NAT router. This column
has absolutely nothing to do with the source or destination port numbers. Instead, it is merely used
like a primary key column in the translation table when a response comes back from the external
host. This is explained subsequently.

* The Transport protocol column 1s not relevant here.

Let us consider both sitwations: (a) Multiple applications on the same internal host wanting to access
the same external host and (b) Multiple internal hosts wanting to access the same external host.

Case (a) is shown in the first two rows of our modified translation table. Internal host 192.168.10.1
wants to work with the HTTP server and the FTP server of an external host 210.10.20.20. The internal
host creates two port numbers 300 and 301 dynamically to open two connections with port numbers 80
and 21 respectively of the external host. When the packets move from the internal host to the NAT
router, the NAT router as usual replaces the source address from that of the internal host to the NAT
router’s address. In addition, 1t replaces the source port numbers in the packets to 14000 and 140001,
respectively and adds all these details to the translation table. The packets are then sent out to the
external host 210.10.20.20, as usual. When the HTTP server on this external host sends back a
response to the NAT router, the NAT router sees that the destination port number in this incoming
packet is 14000. Therefore, it knows from the translation table that this packet needs to be sent to an
internal host with address 192.168.10.1 on port 300. Similarly, when a response comes back from the
FTP server of the same external host, the NAT router sees that the destination port in the packet is now
14001, looks up the translation table and forwards the packet to the same internal host 192.168.10.2,
but on port 301.

Based on this discussion, it should be easy to imagine how case (b) is handled. The third row in our
table has an entry for an internal host with address 192.168.10.2 and port number 26601 wanting to
send a packet to the same external host 210.10.20.20, again on port 80. The NAT router changes the
source port number in the packet as before, adds an entry to the translation table and sends the packet to
the external host. When the external host responds, the NAT router uses the destination port number in
this incoming packet to map it to the appropriate internal host and port number combination (i.e.
192.168.10.2 and 26601} using the translation table and sends it to that host.

Just for the sake of completeness, we have shown another internal host sending a packet to yet
another external host.

9.3.3 Firewall Configurations

In practical implementations, a firewall is usually a combination of packet filters and application
{or circuit) gateways. Based on this, there are three possible configurations of firewalls, as shown in
Fig. 9.20.
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9.3.5 Limitations of Firewall

We must note that although a firewall is an extremely useful security measure for an organization, it does
not solve all the practical security problems. The main limitations of a firewall can be listed as follows.

1. Insider’s intrusion: As we know, a firewall system is designed to thwart outside attacks.
Therefore, if an inside vuser attacks the internal network in some way; the firewall cannot prevent
such an attack.

2. Direct Internet traffic: A firewall must be configured very carefully. It is effective only if it is the
only entry-exit point of an organization's network. If, instead, the firewall is one of the entry-exit
points, a user can bypass the firewall and exchange information with the Internet via the other
entry-exit points. This can open up the possibilities of attacks on the internal network through
those points. The firewall cannot, obviously, be expected to take care of such situations.

3. Virus attacks: A firewall cannot protect the internal network from virus threats. This is because
a firewall cannot be expected to scan every incoming file or packet for possible virus contents.
Therefore, a separate virus detection and removal mechanism is required for preventing virus
attacks. Alternatively, some vendors bundle their firewall products with anti-virus software, to
enable both the features our of the box.

@ 94 1P Security

9.4.1 Introduction

The IP packets contain data in plain text form. That is, anyone watching the IP packets pass by can
actually access them, read their contents and even change them. We have studied higher-level secunty
mechanisms (such as SSL, SHTTP, PGP, PEM, S/MIME and SET) to prevent such kinds of attacks.
Although these higher-level protocols enhance the protection mechanisms, there was a general feeling
for a long time that why not secure IP packets themselves? If we can achieve this, then we need not rely
only on the higher-level security mechanisms. The higher-level security mechanisms can then serve as
additional security measures. Thus, we will have two levels of security in this scheme:

« First offer security at the IP packet level itself.
« Continue implementing higher-level security mechanisms, depending on the reguiremznts.

This is shown in Fig. 9.25.

Application Layer

sacond tevel of securniy

Transport Layer

Data Link Layer

Physical Layer

b-Fig.9.25 Security at the Internet layer as well as the above layers
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We have already discussed the higher-level security protocols. Our focus of discussion in this
chapter 1s the first level of security (at the Internet layer).

In 1994, the Internet Architecture Board (IAB) prepared a repont, called as Securiry in the Internet
Architecture (RFC 1636). This report stated that the Internet was a very open network, which was
unprotected from hostile attacks. Therefore, said the report, the Internet needs better security
measures, in terms of authentication, integrity and confidentiality. Just in 1997, about 150,000 Web sites
were attacked in various ways, proving that the Internet was quite an unsafe place at times.
Consequently, the IAB decided that authentication, integrity and encryption must be a part of the next
version of the IP protocol, called as IP version 6 (Ipv6) or IP new generation (IPng). However, since
the new version of IP was to take some years to be released and implemented, the designers devised
ways to incorporate these security measures in the current version of IP, called as IP version 4 (IPv4)
as well,

The outcome of the study and IAB's report is the protocol for providing security at the IP level, called
as IP Security (IPSec). In 1995, the Internet Engineering Task Force (IETF) published five security-
based standards related to IPSec, as shown in Table 9.2.

Table 9.2 RFC Documents Related to IPSec

RFC Number Description
1825 An overview of the security architecture
1826 Description of a packet authentication extension to [P
1827 Description of a packet encryption extension to [P
1828 A specific authentication mechanism
1829 A specific encryption mechanism

IPv4 may support these features, but IPv6 must support them. The overall idea of IPSec is to encrypt
and seal the transport and application layer data during transmission. It also offers integrity protection
for the Internet layer. However, the Internet header itself is not encrypted, because of which the
intermediate routers can deliver encrypted IPSec messages to the intended recipient. The logical format
of a message after [PSec processing is shown in Fig. 9.26.

Transport header
(Encrypted)
- AT
Internet header Actual data
(Not encrypted) (Encrypted)

I-Fig.9.26 Result of IPSec processing

Thus, the sender and the receiver look at IPSec as shown in Fig. 9.27 as another layer in the TCP/IP
protocol stack. This layer sits in-between the transport and the Internet layers of the conventional TCP/
IP protocol stack.
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- Fig.9.27 Conceptual iPSec positioning in the TCP/IP protocol stack

9.4.2 IPSec Overview
Applications and advantages Let us first list the applications of IPSec.

» Secure remote Internet access: Using IPSec, we can make a local call to our Internet Service
Provider (ISP) so as to connect to our organization's network in a secure fashion from our home
or hotel. From there, we can access the corporate network facilities or access remote desktops/
SErvers.

= Secure branch office connectivity: Rather than subscribing to an expensive leased line for
connecting its branches across cities/countries, an organization can set up an IPSec-enabled
network to securely connect all its branches over the Internet.

* Set up communication with other organizations: Just as IPSec allows connectivity between
various branches of an organization, it can also be used to connect the networks of different
organizations together in a secure and inexpensive fashion,

Following are the main advantages of IPSec.

= [PSec is transparent to the end users. There is no need for an user training, key issuance or revocation.

« When IPSec is configured to work with a firewall, it becomes the only entry-exit point for all
traffic; making it extra secure.

« [PSec works at the network layer. Hence, no changes are needed to the upper layers (application
and transport).
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There are some more dﬂrg_ﬂs that we should know.
Both AH and ESP-can be used in one of the two AH and ESP modes of operation

modes, as shown in Fig. 9.29.

We shall later study more about these modes.
However, a quick overview would help.

In the tunnel mode, an encrypted tunnel is v Transport mode
established between two hosts. Suppose X and Y are -
two hosts, wanting to communicate with each other
using the IPSec tunnel mode. What happens here is

e e

L
LR e

V-Fig.9.29 AH and ESP modes of operation

that they identify their respective proxies, say Pl and P2 and a logical encrypted nunnel is established
between P1 and P2. X sends its transmission to P1. The tunnel carries the transmission to P2. P2
forwards it to Y. This is shown in Fig. 9.30.

I-Fig.9.30 Concept of tunnel mode

How do we implement this technically? As we shall see, we will have two sets of IP headers: internal
and external. The internal IP header (which is encrypted) contains the source and destination addresses
as X and Y, whereas the external IP header contains the source and destination addresses as P1 and P2.
That way, X and Y are protected from potential attackers. This is shown in Fig. 9.31.

P1=—>P2...

External IP
header
(not encrypted)

Internal IP header and data (encrypted)

FFig.9.31 [mplementation of tunnel mode

* In the tunnel mode, IPSec protects the entire IP datagram. It takes an IP datagram
(including the IP header), adds the IPSec header and trailer and encrypis the whole thing. It
then adds new IP header to this encrypted datagram.
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9.4.5 IPSec Key Management

Introduction Apart from the two core protocols (AH and ESP), the third most significant aspect of
IPSec 1s key management. Without a proper key management set up, IPSec cannot exist. This Key
management in IPSec consists of two aspects: key agreement and distribution. As we know, we require
four keys if we want to make use of both AH and ESP: two keys for AH (one for message
transmissions, one for message receiving) and two keys for ESP (one for message transmissions, one
for message receiving).

The protocol used in [PSec for key management is called as ISAKMP/Oakley. The Internet
Security Association and Key Management Protocol (ISAKMP) protocol a platform for key
management. It defines the procedures and packet formats for negotiating, establishing, modifying and
deleting SAs. ISAKMP messages can be transmitted via the TCP or UDP transport protocol. TCP and
UDP port number 300 is reserved for ISAKMP.

The initial version of ISAKMP mandated the use of the Oakley protocol. Oakley is based on the
Diffie-Hellman key exchange protocol, with a few variations. We will first take a look at Oakley and then
examine ISAKMP.

Oakley Key Determination Protocol The Oakley protocol is a refined version of the Diffie-
Hellman key exchange protocol. We will not repeat the concepts of Diffie-Hellman, as we have already
studied it in great detail. However, we will note here that Diffie-Hellman offers two desirable features:

(a) Creation of secret keys as and when required
(b) No reguirement for any preexisting infrastructure

However, Diffie-Hellman also suffers from a few problems, as follows:

* No mechanism for authentication of the parties.

* Vulnerability to man-in-the-middle-attack.

* Involves a lot of mathematical processing. An attacker can take undue advantage of this by
sending a number of hoax Diffie-Hellman requests to a host. The host can unnecessarily spend a
large amount of time in trying to compule the keys, rather than doing any actual work. This 18
called as congestion attack or clogging attack.

The Qakley protocol is designed to retain the advantages of Diffie-Hellman and to remove its
drawbacks. The features of Qakley are as follows.

It has features to defeat replay attacks.

It implements a mechanism called as cookies 1o defeat congestion attacks.
It enables the exchange of Diffie-Hellman public key values.

It provides authentication mechanisms to thwart man-in-the-middle attacks.

e

We have already discussed the Diffie-Hellman key exchange protocol in great detail. Here, we shall
simply discuss the approaches taken by Oakley to tackle the 1ssues with Diffie-Hellman.

» Authentication Oakley supports three authentication mechanisms: digital signatures
(generation of a message digest and its encryption with the sender’s private key), public key
encryption {encrypting some information such as the sender’s user id with the recipient’s public
key) and secret key encryption (a key derived by using some out-of-band mechanisms).
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* Dealing with congestion attacks Oakley uses the concept of cookies to thwart congestion
attacks. As we know, in this kind of attack, an attacker forges the source address of another
legitimate user and sends a public Diffie-Hellman key to another legitimate user. The receiver
performs modular exponentiation to calculate the secret key. A number of such calculations
performed rapidly one after the other can cause congestion or clogging of the victim’s computer.
To tackle this, each side in Oakley must send a pseudo-random number, called as cookie, in the
initial message, which the other side must acknowledge. This acknowledgement must be repeated
in the first message of Diffie-Hellman key exchange. If an attacker forges the source address, she
does not get the acknowledgement cookie from the victim and her attack fails. Note that at the
most the attacker can force the victim to generate and send a cookie, but not to perform the actual
Diffie-Hellman calculations.
The Oakley protocol provides for a number of message types. For simplicity, we shall consider only
one of them, called as aggressive key exchange. It consists of three message exchanges between the
two parties, say X and Y. Let us examine these three messages.

« Message 1: To begin with, X sends a cookie and the public Diffie-Hellman key of X for this
exchange, along with some other information. X signs this block with its private key.

* Message 2: When Y receives message 1, it verifies the signature of X using the public key of X.
When Y is satisfied that the message indeed came from X, it prepares an acknowledgement
message for X, containing the cookie sent by X. Y also prepares its own cookie and Diffie-
Hellman public key and along with some other information, it signs the whole package with its
private key.

* Message 3: Upon receipt of message 2, X verifies it using the public key of Y. When X is satisfied
about it, it sends a message back to Y to inform that it has received Y’s public key.

ISAKMP The ISAKMP protocol defines procedures and formats for establishing, maintaining and
deleting SA information. An ISAKMP message contains an ISAKMP header followed by one or more

payloads. The entire block is encapsulated inside a transport segment (such as TCP or UDP segment).
The header format for ISAKMP messages is shown in Fig. 9.44,

Bit 0 8 16 24 3
e T e e e T T e T e T 2
Initiator cookie (64 bits)

Responder cookie (b4 bits)

Next Major | Minor | Exchange Flags
payload version version type
Message |D
Length

FFig.9.44 ISAKMP header format
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Let us assume that an organization wants to connect lwni:ﬂf its branch networks to each other. The
trouble is that these branches are located quite a distance apart. One branch is in Delhi and the other
branch is in Mumbai. Two solutions out of all the available ones seem logical:

» Connect the two branches using a personal network, i.e. lay cables between the two offices
yourself or obtain a leased line between the two branches.

« Connect the two branches with the help of a public network, such as the Internet.

The first solution gives far more control and offers a sense of security as compared to the second
solution. However, it is also quite complicated. Laying cables between two cities is not easy and is
usually not permitted either. The second solution seems easier to implement, as there is no special
infrastructure set up required. However, it also seems to be vulnerable to possible attacks. How nice it
would be, if we could combine the two solutions!

Virtual Private Networks (VPN) offers such a solution. A VPN is a mechanism of employing
encryption, authentication and integrity protection so that we can use a public network (such as the
Internet) as if it is a private network (such as a physical network created and controlled by you). VPN
offers high amount of security and yet does not require any special cabling on behalf of the organization
that wants to use it. Thus, a VPN combines the advantages of a public network (cheap and easily
available) with those of a private network {secure and reliable).

A VPN can connect distant networks of an organization or it can be used to allow traveling users to
remolely access a private network (e.g. the organization’s intranet) securely over the Internet.

A VPN is thus a mechanism to simulate a private network over a public network, such as the
Internet. The term virtual signifies that it depends on the use of virtual connections. These connections
are temporary and do not have any physical presence. They are made up of packets.

9.5.2 VPN Architecture

The idea of a VPN is actually quite simple to understand. Suppose an organization has two networks,
Network 1 and Network 2, which are physically apart from each other and we want to connect them
using the VPN approach. In such a case, we set up two firewalls, Firewall 1 and Firewall 2. The
encryption and decryption are performed by the firewalls. The architectural overview i1s shown in
Fig. 9.45.

We have shown two networks, Network 1 and Network 2. Network 1 connects to the Internet via
a firewall named Firewall 1. Similarly, Nerwork 2 connects to the Internet with its own firewall,
Firewall 2. We shall not worry about the configuration of the firewall here and shall assume that the best -
possible configuration is selected by the organization. However, the key point here is that the two
firewalls are virtually connected to each other via the Internet. We have shown this with the help of a
VPN tunnel between the two firewalls.

With this configuration in mind, let us understand how the VPN protects the traffic passing between
any two hosts on the two different networks. For this, let us assume that host X on Network 1 wants to
send a data packet to host Y on Network 2. This transmission would work as follows.

1. Host X creates the packet, inserts its own IP address as the source address and the IP address of
host Y as the destination address. This is shown in Fig. 9.46. It sends the packet using the
appropriate mechanism.
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3. The packet reaches Firewall 2 over the Internet, via one or more routers, as usual. Firewall 2
- discards the outer header and performs the appropriate decryption and other cryptographic
functions as necessary. This yields the original packet, as was created by host X in Step 1. This is
shown in Fig. 9.48. It then takes a look at the plain text contents of the packet and realizes that the
packet is meant for host Y (because the destination address inside the packet specifies host Y).
Therefore, it delivers the packet to host Y.

F1

]

I

I L]

: Destination
I

address

X | Y i Other headers and actual data

Source
address

b-Fig.9.48 Firewall 2 retrieves the original packet contents

There are three main VPN protocols. A detailed study of these protocols is beyond the scope of the
current text. However, we shall briefly discuss them for the sake of completeness.

* The Point to Point Tunneling Protocol (PPTP) is used on Windows NT systems. It mainly
supports the VPN connectivity between a single user and a LAN, rather than between two LANs.

» Developed by IETF, the Layer 2 Tunneling Protocol (L2TP) is an improvement over PPTP.
L2TP is considered as the secure open standard for VPN connections. It works for both
combinations: user-to-LAN and LAN-to-LAN. It can include the IPSec functionality as well.

* Finally, IPSec can be used in isolation. We have discussed [PSec in detail earlier.

E 9.6 Intrusion

9.6.1 Intruders

No matter how much secure a system is made, there would be attackers, who would constantly try to

find their way. We call them intruders, because they try to intrude into the privacy of a network.

Whether the network itself is private (e.g. a Local Area Network) or public (the Internet) does not

matter. What matters is the intent of the attacker, of trying to intrude. It is generally said that the two

most widely known threats to security are intruders and viruses. We shall concentrate on intruders here.
Intruders are said to be of three types, as explained below:

* Masquerader: A user who does not have the authority to use a computer, but penetrates into a
system to access a legitimate user’s account is calied as a masquerader. It 15 generally an external
user.

= Misfeasor: There are two possible cases for an internal user to be called as a misfeasor:

0 A legitimate user, who does not have access to some applications, data or resources
accesses them.
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o A legitimate user, who has access to some applications, data or resources misuses these
privileges.

» Clandestine user: An internal or external user who tries to work using the privileges of a

supervisor user to avold auditing information being captured and recorded is called as a
clandestine user.

How do intruders try to attack? A simple example may be considered, where the attackers try to
obtain the passwords of legitimate users, so as to impersonate them. Some of the popularly known
methods of password guessing are as follows:

1.
%

oo =1 On LA

Try all possible short password combinations (2-3 characters).
Collect information about users, such as their full name, names of family members, their hobbies,
eic.

. Try default passwords that are provided by the supplier of a software product (e.g. Oracle comes

with scott as the user name and tiger as the password).

Try words that people choose as passwords most often. Hacker bulletin boards maintain these
lists. Also, try words from dictionary.

Try using phone numbers, dates of birth, social security numbers, bank account numbers, etc.
Tap the commumnication line between a user and the host network.

Use a Trojan Horse.

. Try numbers on the vehicle license plates.

Regardless of how the intruder gets into a system, we need to first try and prevent it, if not, atleast
detect it and take an appropriate action.

9.6.2

Audit Records

One of the most important tools in intrusion detection is the usage of audit records, also called as andit
logs. Audit records are used to record information about the actions of users. Traces of illegitimate user
actions can be found in these records, so as to detect intrusions 50 as to take appropnate actions.

Audit records can be classified into two categories: Native audit records and Detection-specific
audit records. This is shown in Fig. 9.49.

Audit records

Native Deleclion-spedcific

b-Fig.9.49 Audit records classification

» Native audit records: All multi-user operating systems have accounting software built-in. This

software records information about all user actions.

» Detection-specific audit records: This type of audit records facility collects information specific

only to intrusion detection. This is more focused, but may duplicate information.
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Infrusion detection

Statistical anomaly detection Rule-based detaction

I-Fig.9.50 Classification of intrusion detection

o Threshold detection: In this type, thresholds are defined for all the users as a group and
frequency of various events is measured against these thresholds.

o Profile-based detection: In this type, profiles for individual users are created and they are
matched against the collected statistics to see if any irregular patterns emerge.

* Rule-based detection: A set of rules is applied to see if a given behavior is suspicious enough
to be classified as an attempt to intrude. This is also classified into two sub-types:

0 Anomaly detection: Usage patterns are collected to analyze deviation from these usage
patterns, with the help of certain rules.

0 Penetration identification: This is an expert system that looks for illegitimate behavior.

9.6.4  Distributed Intrusion Detection

Focus has started moving from intrusion detection on single systems to distributed systems, e.g. a LAN
or a WAN. Following factors are important in this scheme of distributed intrusion detection:

» Different systems in the distributed system may record audit information in different formats.
This needs to be uniformly processed. '

» Typically one or a few nodes on the distributed system would be used to gather and analyze audit
information. Hence, there should be provisions to securely send audit information from all other
hosts to these hosts.

9.6.5 Honeypots

Modern intrusion detection systems make use of a novel idea, called as honeypots. A honeypot is a trap
that attracts potential attackers. A honeypot is designed so as to do the following:

« Divert the attention of a potential intruder from critical systems

+ Collect information about the intruder’s actions

* Provide encouragement to the intruder so as to stay on for some time, allowing the administrators
to detect this and swiftly act on it

Honeypots are designed with two important goals in mind:

(a) Make them look like real-life systems. Put as much of real-looking (but fabricated) information
into them as possible.

(b) Do not allow legitimate users to know about or access them.

Naturally, anyone trying to access a honeypot is a potential intruder. Honeypots are armed with
sensors and loggers, which alarm the administrators of any user actions.
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Corporate networks can be attacked from outside or internal information can be leaked out.
Encryption cannot prevent outside attackers from attacking a network.

A firewall should be placed between a corporate network and the outside world.

A firewall is a special type of router, which applies rules for allowing or stopping traffic.

A firewall stands like a sentry on the main door between the internal network and the external
Internet.

A firewall can be application gateway or packet filter.

A packet filter examines every packet, applies rules and decides whether to allow the traffic to
proceed or nol.

Packet filters are quite useful in applying more specific/granular rules.

Dynamic packet filter (also called as stateful packet filter) adapts itself to the changing conditions.
An application gateway works at the application layer. It decides whether to allow traffic for a
certain application (e.g. HTTP or FTP). It does not apply granular rules such as Stop the packet if
the source IP address is x.x.x.x, the way packet filter works.

A circuit gateway creates a new connection between itself and the remote host.

Firewall architectures combine the various types of firewalls in some combination.

Screened subnet firewall is the strongest firewall architecture.

Network Address Translation (NAT) allows a few IP addresses to be shared across many
networks in the world, thus saving on the IP address space.

Without NAT, the available range of IP addresses would have exhausted long back.

NAT classifies certain [P addresses as internal, which have no recognition outside that network.
Internal addresses are unique inside a network but are duplicated across different networks.

A NAT router performs the job of translating between an internal and an external address.

The NAT router has to maintain a translation table and use some intelligent tricks to perform
address translation.

IPSec provides security between the transport and the Internet layers.

[PSec provides authentication and confidentiality services.

A Demilitarized Zone (DMZ) firewall protects both the servers of an organization that are to be
exposed to the external world, as well as the internal corporate network, which needs to be
secured from the external world.

IPSec protocol is used to apply security at the network layer.

IPSec does not concern itself with the higher security mechanisms, such as SSL. IPSec can be
implemented in addition to such protocols.

IPSec can be implemented in tunnel mode or transport mode.

In the tunnel mode, the entire IP datagram, including its original header, is encrypted by IPSec and
a new IP header is added.

In the transport mode, the IP datagram except its header is encrypted by IPSec.

The tunnel mode creates a virtual tunnel between the two communicating computers (usually
routers).



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



You have either reached a page that is unavailable for wviewing or reached your wiewing limit for this
book,



Cryptography and Network Security

10.
11.
12.
13.
14.
15.
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Explain how NAT works with an example.

Why do we need to record port numbers in NAT?
What is a VPN?

Explain the AH and ESP protocols.

Explain how audit logs work.

What is a honeypot?

DESIGN/PROGRAMMING EXERCISES

. Study at least one real-life firewall product. Study its features with reference to the theory

introduced in this chapter.

Try to download a free home firewall. Which of its features are annoving at times? Why?

Can a firewall double up as an anti-virus product? Why?

Configure the rules of a packet filter.

Study how VPN is implemented in real life. Does it need digital certificates? Why?

Implement NAT in software as a dummy exercise in Java. This NAT software should detect if a
packet 1s outgoing or incoming and route it appropriately.

. Enhance the above solution to also take care of port numbers so as to allow multiple internal hosts

communicate with a single external host.

. Study any one instance of real-life audit records. s it sufficient to provide intrusion detection

information?

. Would you like to enhance the audit records structure? How?
10.
11.
12.
13.
14.
15.

Would you consider IPSec as a replacement for SSL? Why?

Do you think it is easier to implement IPSec than 5SL? Why?

Would you ever propose leased line as a better approach than VPNT Why?
Does a firewall always have to be a router? Why?

What does it take for a host to become a firewall?

What is the difference between software and hardware firewalls?




CHAPTER ] O

Case Studies on Cryptography
and Security

10.1 Introduction

In this appendix, we discuss a few interesting case studies, based on our earlier technical details. As we
shall note, implementing cryptography and security is not so straightforward. One needs to consider a
lot of practical issues and technical concerns when implementing security.

The organization of the chapter is done in a manner that should help classroom discussions. Each
case study begins with a few points for classroom discussion, which should augment the detailed
discussion of the case study itself.

The coverage of case studies is very broad in nature. We have discussed diverse areas, such as
cryptographic toolkits, Single Sign On (550), network-layer attacks, financial transaction security and
a few cryptographic problems, which are very interesting to solve.

[ﬂ 10.2 Cryptographic Solutions—A Case Study

Points for classroom discussions

What are the key security aspects of a transaction?

How can the client side on the Internet have cryptographic capabilities?

What are cryptographic toolkits?

What are digital certificates, what is their use and how can their validity be checked?

B R —

Functional and Technical Requirements Our case study deals with a banking application that is
expected to provide cryptographic functionalities. For simplicity, we have kept the actual business logic
quite straightforward, which may not be the case in real life. However, because the focus here is on the
cryptographic functionalities, we shall treat the business requirements as ancillary.

Let us consider the requirements statement first.

Ouwr cryptographic application would run on top of an existing banking application, wherein the end
customers can perform a single task: funds transfer. A customer can transfer funds from her bank
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account to any other person’s account with the same bank. We shall consider the Internet (i.e. HTTP
protocol) as the mechanism of communication between the client and the server. The following

cryptographic services are required, depending on the amount of funds being transferred, as shown in
Table 10.1.

Table 10.1 Application Requirements Depending on the Transaction Amount

Funds Transfer Amount Cryptographic Functionality Required

1-2000 Message digest — To verify the finger print of the transaction

2001-5000 Digital signature — To ensure message integrity and non-repudiation

3001 and above Digital signature — To ensure message integrity and non-repudiation
Encryption — To ensure confidentiality

Let us understand these requirements.

e As we can see, if the funds transfer transaction amount is up to 2000, we simply require a
message digest to obtain and verify the finger print or integrity of the message. We assume the use
of SSL, so that an attacker cannot alter both the message and the message digest. This is an
example of cryptography services.

e [f the transaction amount is between 2000 and 5000, we require a digital signature to ensure not
only message integrity, but also non-repudiation. This is an example of authorization services.

» Finally, if the transaction amount exceeds 5000, we must not only sign a message but also encrypt
it. This i1s a combination of authorization services and cryptography services.

Moreover, the authentication mechanism used by our application would be certificate-based
authentication. That is, the user must sign a random challenge coming from the server with her private
key and send it back to the server for verification, as a part of the authentication process.

Finally, in order to validate the user’s certificate, we must provide for Certificate Revocation Lists
(CRL) and Online Certificate Validation Protocol (OCSP) services.

We can broadly classify these requirements into appropriate categonies as shown in Fig. 10.1.

Hardware and Software Requirements We have two clear portions of the application: the client-
side and the server-side.

e Client-side requirements The client-side requirements would be a browser-based workstation
that has Internet Explorer browser installed. The requirement for a specific browser is because we
shall use the services of Microsoft’s MS-CAPI cryptographic toolkit on the client-side. Since MS-
CAPI is installed automatically as a part of Internet Explorer, we shall require that the user must
have it installed. Of course, the user is free to use another browser (such as Netscape
Communicator) for actual surfing/making transactions. We are simply saying that the user’s
workstation should still have Internet Explorer installed.

* Server-side requirements The server-side requirements will mainly consist of the presence of
a cryptographic toolkit. Although JCA/ICE, M5-CAPI etc. can suffice, we would like to use a
specialist toolkit such as the one from RSA, Entrust or Baltimore. There are no other special

requirements on the server-side.
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Cryptographic Application

All users Transaction amount dependent
Authentication Services Cryptography Services [ |
Certificate-based Message Digest
Authentication
Encryption
Certificate Validation
Services Authorization Services
CRL Checks Digital Signature
QCSP Checks

b Fig.10.1 Reguirements classified into various cryptographic services

Data Definitions Let us now think what data storage requirements our application demands. We
certainly need to modify the User table (used in chapter 8) to now add the user’s digital certificate details
in the place of the password field. These details would be necessary for our cryptographic
functionalities. Portion of a sample User table is shown in Table 10.2.

Table10.2 Portion of the User Table

Column Name

Data type and Size

Comments

User 1d
First_Name
Last -‘Name

Certificate

Char (10)
Char (30)
Char (30)

Binary

Not null, Primary key

Similarly, we need to create a new table for storing the random challenge during certificate-based
authentication. Do not worry if you do not understand this. We shall revisit it soon. This Session table
would look as shown in Table 10.3.

Application Architecture Let us now think about the architecture of our application. This involves
thinking about the portions that are required on the client-side and those required on the server-side.
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Table10.3 New Session Table

Column Name Dt tvpe and Size Comments
Liser_Id Char (1) Not null, Primary key
Random_Challenge VarChar (30)

Clearly, the user would perform the cryptographic operations such as message digests, digital
signatures and encryption on the client-side (i.e. on the browser machine). We must verify the results of
these operations on the server-side, such as checking if a digital signature was correct or 1o try and
decrypt an encrypted message.

Client-side Cryptographic Processing On the client-side (i.e. the browser side), we have decided
to use MS-CAPI for cryptographic functionalities. In order to make use of the MS-CAPI services, pure
HTML pages are not sufficient. HTML pages (i.e. a Web page written in the HTML language) can be
used for displaying text on the browser in a desired format. However, it cannot perform any client-side
processing. Therefore, we must have some other mechanisms to utilize the services of MS-CAPI on the
client-side.

As we know, the most widely used approaches for client-side programming are: client-side scripting
(e.g. JavaScript or VBScript), Java applets or browser plug-ins (ActiveX controls). Unfortunately,
JavaScripl cannot directly access MS-CAPIL. Therefore, that option 1s ruled out. We must now decide
between applets and plug-ins. Applets are safer to use. But the drawback with applets is that they are
quite slow, both because they are written in Java and also because they must be downloaded every time
from the Web server to the browser when a cryptographic operation is to be ]Jerfﬂnned Consequently,
we shall go for the approach of browser plug-ins.

A plug-in is downloaded only once — for the very first time it is referenced in a Web page. After that,
it resides inside the browser and can be reused directly without requiring a fresh download. Plug-ins do
create some psychological doubts in the mind of the users, such as the possibility of performing
malicious operations on the user’s computer (e.g. introducing a virus or overwriting the disk contents).
However, to guard against such doubts, we shall digitally sign the plug-ins, to create confidence in the
mind of the end users. When a signed plug-in is downloaded from the Web server to the browser, the
user is shown a message that the plug-in is signed and whether the user wants to trust the organization
that has signed the plug-in.

Server-side Cryptographic Processing Server-side cryptographic functionalities are pretty much
straightforward. We shall provide a dedicated cryptographic API, which can perform the cryptographic
operations. The business application of funds transfer would need to call the functions provided by our
cryptographic API. The cryptographic APL, in turn, will call the appropriate toolkit APL

Thus, the overall cryptographic operations can be summarized as shown in Fig. 10.2.

In order to understand how this works, we shall consider all the desired cryptographic functionalities
one-by-one, in turn.

Message Digest As we know, the creation of message digest involves the usage of an algorithm
such as MD5 or SHA-1. We will provide a method create_digest ( ) in the plug-in, which, in turn, will
call the message digest function provided by MS-CAPI. Let us understand how this works, step-by-
step.
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HTML

Page

< Download

MS-CAPI
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Funds Transfer Application

]}

)

Cryptographic Toolkit

- Fig.10.2 Conceptual view of the cryptographic operations on the server and the client

. The user receives a screen for funds transfer, as shown in Fig. 10.3. The user has to enter the
From, To account numbers and the amount to be transferred. Of course, in real life, the account

numbers could be displayed in the form of a list from which the user can choose the account
numbers. However, for simplicity, we shall ignore this possibility.

Funds Transfer
From Account
To Account
Amount

V-Fig.10.3 Funds transfer screen

2. Now, the actual message digest creation process will work as follows.

(a) When the user enters these details and presses the Ok button, a JavaScript function,
which would be a part of the HTML page just displayed (i.e. Funds Transfer), would
check the amount field. If the amount is less than or equal to 2000 (which is what we will
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4.

Based on the result of the toolkit operation, the verify_signature { ) method will send an
appropriate message back to the calling method.

Encryption The encryption operation can be described as follows:

1.

6.

The input screen shown to the user will be the same as it was shown earlier, The user would enter
the two account numbers and the amount and press the Ok button.

The JavaScript will sense that the amount 1s above 5000 and therefore, will call a plug-in method,
such as encrypt { ).

QOur specifications suggest that we should first perform a digital signature and then encrypt the
original data and the signature. Therefore, the encrypt { ) method of the plug-in will first perform
a digital signature, as described earlier, by calling the digital_signarure ( ) method.

After the signature is performed, we now wish to encrypt the original data and the signature
together. Actually, this is enveloping and not encryption, as we shall see. For this purpose, the
encrypt ( ) method of the plug-in will pass the original data, the signature and the server’s public
key to the appropriate MS-CAPI method.

. The MS-CAPI method will automatically generate a one time symmetric key. It will encrypt the

original data and the signature together with this symmetric key. It will then encrypt the symmetric
key with the server’s public key. This forms the digital envelope, which it returns back to the
encrypt { ) method of the plug-in.

The plug-in passes the digital envelope to the JavaScript, which submits the form to the server.

On the server-side, the following operations take place.

The server-side applicaton will call the appropriate method supplhied by our eryptographic API,
such as decrypt ( ). It will also pass the digital envelope to the decrypf ( ) method.

. The decrypt { ) method will extract the server’s private key from a pre-defined location and pass

that along with the digital envelope to the underlying toolkit’'s appropriate method, such as
open_envelope | ).

. The toolkit method will open the envelope using the server’s private key and obtain the one-time

symmetric key. Using this symmetric key, it will decrypt the inside data block, to obtain the
original data and the digital signature. It will return these values to the decrypt { ) method.

. The decrypt { ) method has to now verify the signature, For this, it will call the verifv_signature

( ) method, which we have discussed earlier.

. Based on the result of the de-signing operation, the verify_signature { ) method will send an

appropriate message back to the decrypr { ) method.

. Depending on the return value of the verify_signarure ( ) method, the decryvpr ( ) method will send

an appropriate message back to the calling method.

Certificate-based Authentication We have discussed the concept of certificate-based
authentication in great detail earlier. Therefore, we shall not repeat the discussion here. However, one
point must be noted. We have created an additional Session table here. This table will be used to store the
random challenge created by the server to verify the user’s proof of possession of the digital certificate,
For the sake of completeness, let us quickly revisit the steps involved in this process.

l.

The user submits a login request to the server, only containing the user id.
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General Bank Of India (GBI) has implemented an Electronic Payment System called as EPS in about
1200 branches across the country. This system transfers payment instructions between two
computerized branches of GBI. A central server is maintained at the EPS office located in Mumbai. The
branch offices connect to the Local VSAT of a private network by using dial-up connection. The local
VSAT has a connectivity established with the EPS office. GBI utilizes its proprietary messaging service
called as GBI-Transfer to exchange payment instructions,

Currently, EPS has minimal data security. As the system operates in a closed network, the current
security infrastructure may suffice the need. The data moving across the network is in encrypted
format.

Current EPS Architecture EPS is used to transmit payment details from the payer branch to the
payee branch via the central server in Mumbai. Fig. 10.5 depicts the flow, which is also described step-
by-step.

Central Server at
FMumbai
GBI-Transfer
ffﬂm&x"‘"ﬂ— i
et (:‘_'-::’ _‘-HHH::":':‘ ..... .
L VsAT ' VSAT |
| - -t- - | - LT 1
GBIl-Transfer GBIl-Transfer
EPS EPS

Bank Officer

| - . :III'.

/‘\

Bank Officer

S hee I

b Fig.10.5 EPS transaction flow
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A typical payment transfer takes the following steps:

1. A data-entry person in the Paver Branch enters transaction details through the EPS interface.

2. A Bank Ofhcer checks the validity of the transaction through the EPS interface.

3. After validating the transaction, the Bank Officer authorizes the transaction. Authorized
transaction is stored in a local Payment Master (PM) database.

4. Once the transaction is stored in PM, a copy of the same is encrypted and stored in a file. This
transaction file is stored in OUT directory. ~,

5. The GBI-Transfer application looks for any pending transactions (i.e. for the presence of any files
in the OUT directory) by a polling mechanism and if it finds such transactions, it sends all these
files one-by-one to the EPS central office located in Mumbai by dialing the local VSAT.

6. The local VSAT gets connectivity to the EPS central office and the transaction is transferred and
stored in the IN directory at the EPS central office.

7. The interface program at the EPS central office collects the file pending in the IN directory and
sends it to the PM application at that office.

8. In order to send the Credit Request to PM, the transaction headers are changed. The transaction
with changed headers in encrypted format is then placed in OUT directory of the EPS central
office.

9. The CBI-Transfer application at the EPS central office collects the transactions pending in the
OUT directory and sends them to the Payee Bank through the VSAT.

10. The transaction is transferred and stored in the IN directory of the Pavee Branch.

11. The interface program at the Pavee Branch collects the transaction and posts it in PM.

12, PM marks the credit entry and returns back an acknowledgement of the same. The
acknowledgement is placed in OUT directory of the Payee Branch.

13. The acknowledgement 1s picked by GBi-Transfer at the Payee Branch and sent to the EPS central
office through the VSAT.

14. The EPS central office receives the credit acknowledgement and forwards 1t to Paver Branch.

15. The Payer Branch receives the credit acknowledgement receipt. This completes the transaction.

Requirements to Enhance EPS As GBI is in the process of complete automation and setting up
connectivity over the Internet or a private network, they need 1o ensure stringent security measures,
which demand the usage of a Public Key Infrasiructure (PKI) framework.

As a part of implementing security, GBI wants the following aspects to be ensured:

» Non-repudiation (Digital Signatures)

+ Encryption — 128-hit (Upgrade to the current 56-bit encryption)

* Smart card support for storing sensitive data & on-card digital signing
* Closed loop Public Key Infrastructure

Proposed Solution Since providing cryptographic functionalities require the usage of a
cryptographic toolkit, it is assumed that GBI will implement an appropriate Certification Authority (CA)
infrastructure and a PKI infrastructure offering.

The transaction will be digitally signed and encrypted/decrypted at the Payer and Payee branches, as
well as at the EPS central office. The signing operation can be performed on the system or on external
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of the same 1s sent to EPS central Office. The Credit Response to the EPS central office can also be
digitally signed and encrypted in a similar fashion.

@’ 105 Denial Of Service (DOS) Attacks

Points for classroom discussions

1. What is the Denial Of Service (DOS) antack?

2. Which of the DOS attacks — the one launched using TCP protocol or the one launched using the
UDRP protocol, more severe? Why?

3. What is the meaning of the term ‘service' in DOS?

4. What can possibly prevent DOS attacks?

The Denial Of Service (DOS) attack has gained a lot of attention in the last few years. Most notable
DOS attacks were launched against famous Web sites such as Yahoo, Amazon, etc. In April 2000, a 15-
yead old Canadian called as Mafiaboy launched DOS attacks, which caused a lot of concern regarding
the security mechanisms of Web sites.

The basic purpose of a DOS attack is simply to flood/overhaul a network so as to deny the authentic
users services of the network. A DOS attack can be launched in many ways. The end result is the
flooding of a network or change in the configurations of routers on the network.

The reason it 15 not easy to detect a DOS attack is because there is nothing apparent to suggest that
a user is launching a DOS attack and is actually not a legitimate user of the system. This is because in a
DOS attack, the attacker simply goes on sending a flood of packets to the server/network being
attacked. It is up to the server to detect that certain packets are from an attacker and not from a
legitimate user and take an appropriate action. This is not an easy task. Failing this, the server would fall
short of resources (memory, network connections, etc. and come to a grinding halt after a while.

. typical mechanism to launch a DOS attack is with the help of the SYN requests. On the Internet,
« v:ent and a server communicate using the TCP/IP protocol. This involves the creation of a TCP
connection between the client and the server, before they can exchange any data. The sequence of these
interactions is as follows:

1. The client sends a SYN request to the server. A SYN (abbreviation of synchronize) reguest
indicates to the server that the client is requesting for a TCP connection with it.

2. The server responds back to the client with an acknowledgement, which is technically called as
SYN ACK.

3. The client is then expected to acknowledge the server’s SYN ACK.

This is shown in Fig. 10.8.

Only after all the three steps above are completed that a TCP connection between a client and a server
15 considered as established. At this juncture, they can start exchanging the actual application data.

An attacker interested in launching a DOS attack on a server performs Step 1. The server performs
Step 2. However, the attacker does not perform Step 3. This means that the TCP connection is not
complete. As a result, the server needs to keep the entry for the connection request from the client as
incomplete and must wait for a response (i.e. Step 3) from the client. The client (i.e. the attacker) is not
at all interested in executing step 3. Instead, she simply keeps quiet. Now, imagine that the client sends
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1. 3YN (Request for a cnnnecb
Client 2. SYN ACK (Request received) Server
3. Acknowledge SYN ACK :>

I-Fig.10.8 TCP connection establishment process

many such SYN requests to the same server and does not perform Step 3 in any of the requests. Clearly,
a lot of incomplete SYN requests would be pending in the server’s memory and if these are too many,
the server could come to a halt!

Another mechanism to launch the SYN attack is, in Step 1, the attacker forges the source address.
That is, the attacker puts the source address as the address of a non-existing client. Therefore, when the
server executes Step 2, the SYN ACK never reaches any client at all, fooling the server!

In a more severe case, the attacker launches a Distributed DOS (DDOS) attack. Here, the attacker
sends many SYN requests to the server from many physically different client computers. Thus, even if
the server detects a DOS attack, it cannot do much by blocking SYN requests coming from a particular
[P address — there are many such requests from a variety of (forged) clients!

Mafiaboy performed an attack, which was quite similar to what we have discussed here. He flooded
the Web servers with packets sent one after the other in quick succession. This brought a few sites to
halt for more than three hours. To stop these attacks, the site administrators started blocking packets
coming from suspected source IP addresses. After a few hours, the attacks seemed to be nullified.
What had actually happened was quite different. Mafiaboy had simply stopped his attacks! Perhaps he
was too tired or bored!

How does one prevent DOS attacks? There are no clear answers here. The following mechanisms
can be tried out:

1. Investigate the incoming packets and look for a particular pattern. If such a pattern emerges, then
try blocking incoming packets from the concerned IP addresses. However, this is not easy as we
have mentioned and this is even tougher to be performed in real time.

2. Another mechanism is to configure the services offered by a particular application so that it never
accepts more than a particular number of requests in a specified time interval. Therefore, even if
the attacker keeps sending more and more requests, the server would process them at its own
pace and use that time to analyze/detect the attacks and take a corrective action.

3. Blocking a particular IP address, port number or a combination of such factors can also prevent a
DOS attack. Of course, doing this in real time 1s not easy.

4, As a precaution, it is always good to have a backup of the firewall and the servers ready. If the
main machine is compromised, it should be quickly brought down and the backup can take its
place until a proper cleanup is performed.
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10.6 IP Spoofing Attacks

Points for classroom discussions

1. What is the IP spoofing attack?
2. Why is it not easy to detect IP spoofing antacks?

IP Spoofing attacks are more challenging than the DOS attacks, if the attacker intends to use the
consequence of the attack for his own benefit. Kevin Mitnick launched such an attack successfully on
Tsutomu Shimomura’s home computer and the computer at the Unmiversity of Southern California.
Before descnbing the attack, the technical mechanism to achieve 1t 1s first described as follows:

1. The attacker creates an IP datagram (packet) to be sent to the server, just like any other normal
packet. This is a SYN request.

2. The main difference between the packet created by the attacker and any other packet is that the
attacker puts the source address as another computer’s IP address. That is, the attacker forges or
spoofs the source IP address.

3. As usual, the server responds back with a SYN ACK response, which travels to the computer with
the forged IP address (i.e. not to the attacker),

4. The attacker has to somehow get hold of this SYN ACK response sent by the server and
acknowledge it, so as to complete a connection with the server.

3. Once this is done, the attacker can try various commands on the server computer.

Kevin Metnick was a person who had a lot of background in hacking/attacking computer systems.
Following are some of the incidents he was involved in.

(a) In his early days, Kevin joined a group of hackers. Among their many attacks, the most notable
was the one in which they changed a home phone to a pay phone! Thus, when the phone
subscriber wanted to make a call, a message greeted her with a request to first pay 20 cents!

i) At the age of 17, Kevin and his friend actually entered a phone company’s office and stole
passwords from there! This resulted into a jail term for them.

(c) In 1983, Kevin tried to break into a Pentagon computer over the ARPAnet, an act that was
detected, causing another imprisonment for Kevin.

There were many such examples.

In the IP spoofing attack, Kevin performed the following tasks in a very intelligent fashion. Before we
explain it, it should be noted that Tsutomu Shimomura had a trusted relationship between his home
computer (X} and the computers at the University of Southern California (Y).

1. Kevin first flooded Tsutomu’s home computer (X) with a senes of SYN requests, causing it to
virtually come to a halt.

2. Kevin then sent a SYN request to the main server (Y) at the University. In this packet, Kevin put
the source address as X. That is, the source address was spoofed.

3. The server (Y) detected this as an attempt to establish a request for a TCP connection and
responded back with a SYN ACK response. As expected, the SYN ACK response went back to
Tsutomu's home computer (X), because that was the source address in the original SYN request
of Step 2.
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4. Kevin had flooded X in Step 1. So, X is not able to see Y's response.

5. Kevin now guessed the sequence number used by Y in the SYN ACK response (after a few
failures) and used that number in the acknowledgement of the SYN ACK message, which it sent
to Y. That is, Kevin sent many acknowledgements (with different sequence numbers) of the SYN
ACK message from Y, to Y.

6. In each case, Kevin immediately sent a command to add a wildcard entry to the trust relationship
file maintained by Y, which made Y to trust anybody and everybody. Obviously, this command
failed for all the unsuccessful attempts of Kevin to send an acknowledgement of the SYN ACK
message. But it succeeded for the one acknowledgement, which succeeded. This opened up Y for
all outside users!

10.7 Cross Site Scripting Vulnerability (CSSV)

Points for classroom discussions

1. What is the purpose of scripting technologies on the Internet?
2. What can prevent C5S5V attacks?

3. What sort of testing can the creators of a Web site perform in order to guard against possible CSSV
attacks?

Cross Site Scripting Vulnerability (CS5V) is a relatively new form of attacks that exploits inadeguate
validations on the server-side. The term Cross Server Scripting Vulnerability (C55V) is actually not
completely correct. However, this term was coined when the problem was not completely understood
and has stuck ever since. Cross-site scripting happens when malicious tags and/or scripts attack a Web
browser via another site’s dynamically generated Web pages. The attacker’s target is nol a Website, but
rather its users (i.e. clients or browsers).

The idea of CSSV is quite simple to understand and is based on exploiting the scripting technologies,
such as JavaScript, VBScnpt or JScript. Let us understand how this works. Consider the following
Web page containing a form as shown in Fig. 10.9, in which the user is expected to enter her postal
address. Suppose that the URL of the site sending this page 1s www.test.com and when the user
submits this form, it would be processed by a server-side program called as address.asp.

We would typically expect the user to enter the house number, street name, city, postal code and
country, etc. However, imagine that the user enters the following weird string, instead:

<SCRIPT=Hello World</SCRIPT=>

As a result, the URL submitted would be something like www.test.com/address.asp?address=
<SCRIPT>Hello World </SCRIPT=>.

Now suppose that the server-side program address.asp does not validate the input sent by the user
and simply sends the value of the field address to the next Web page. What would this translate to? It
would mean that the next Web page would receive the value of address as <SCRIPT>Hello World</
SCRIPT>.

As we know, this would most likely treat the value of the address field as a script, which would be
executed as if it is written in a scripting language, such as JavaScript etc on the Web browser.
Therefore, the vser would get to see Hello World,
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Lﬂ 10.8 Contract Signing

Points for classroom discussions

1. When can a contract in real-life considered to be complete ?

2. Is it sufficient if only one of the parties signs a contract?

3. What mechanism can be used in cryptography to sign electronic contracts?

4. How can disputes be settled if a party later refuses having signed a contract?

There is a builder, Bob, who has constructed a building for residential purposes. This building
contains 20 flats (apartments). Bob wants to sell all of them to individual customers. Alice is one such
customer, who 1s interested in buying a flat. She approaches Bob over telephone and expresses her
desire to buy the flat. After a couple of such discussions, Alice decides to go ahead with her purchase.
However, Bob has only one requirement. This requirement deals with the way the contract or the
agreement between Bob and Alice is signed. Since Bob is Internet-savvy, he wants that the contract
between him and Alice be digitally signed over the Internet and that Alice deposit the money into his
account by using, Internet banking.

In this discussion, we shall restrict our scope to only the first aspect, i.e. digitally signing contracts.
How would Bob ensure that the contract signing process is complete in all respects? How would Alice
be sure that she is not being cheated? How would a dispute be settled, if it arises?

In order to ensure that the contract signing happens smoothly, Bob contacts a respected third party,
Trent. Alice also speaks with Trent over phone and 1s assured that Trent is a responsible third party, in
which she could trust. With these ideas in place, let us write down the steps that would ensure that the
digital contract signing is complete and comprehensive in all respects.

1. Alice digitally signs a copy of the contract and sends it to Trent over the Internet.

2. Bob digitally signs a copy of the contract and sends it to Trent over the Internet.

3. Trent sends a message to both Alice and Bob, informing them that he has received the digitally
signed contracts from both.

4. Atthis stage.' Alice digitally signs two more copies of the contract and sends both of them to Bob.

5. Bob now digitally signs both the contract copies received from Alice. He keeps one of the copies
for his records and sends the other one to Alice.

6. Alice and Bob both inform Trent that they have a copy of the contract, which is digitally signed by
both of them.

7. Trent now destroys the original contract copies received from Alice and Bob in Steps 1 and 2.

Is this solution foolproof? Let us examine it.

Can Alice deny at a later date that she never signed the contract? She cannot, because Bob has a copy
of the contract, which was signed by him as well as by Alice. It is also the case the other way round.
Bob cannot refute having signed the contract, because Alice has a copy of the contract signed by both.

Thus, the solution is indeed comprehensive. This solution also involves the use of a third party (also
called as an arbitrator), Trent.

10.9 Secret Splitting

Points for classroom discussions
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1. What is the need of secret splitting?

2. What would happen if we split a secret and one of the persons knowing the secret leaves the
organization? Can the original secret still be recovered? Can the person leaving the organization
break the secret before leaving?

3. Is the concept of secret splitting the same as XML signatures (signing only a portion of a
document)?

Many times, it is important to split a secret in such a fashion that the individual pieces of the secret
make no sense. For example, suppose that in a bank, the account details are maintained in a database,
which is protected by two different passwords. The two passwords are distinct and are known to two
different officers. None of them knows both the passwords. Each one knows only her password. This
ensures that to access the whole set of accounts, both the officers have to enter their passwords
independently and only then the database can be accessed. This sort of scheme is actvally used in many
banks and other institutions as well.

Let us now think how a variation of this scheme can be implemented using cryptography. Suppose
that Alice and Bob are the two officers and Trent is an arbitrator. The scheme should be devised in such
a way that neither Alice nor Bob has an access to the complete secret, but they can combine their
secrets so as to come up with the required combined secret. The scheme works as follows:

1. Suppose that the plain text secret {e.g.. a combined password, which needs to be split into two
parts) is P.

2. Trent generates a random number R, whose length in bits is exactly the same as that of P.

3. Trent performs an XOR operation on P and R to generate the combined secret, S, as follows:

S=P&R

4. Trent now sends S to Alice and R to Bob.

This process i1s shown in Fig. 10.10.
The only way for Alice and Bob to regenerate the original secret P, is to perform the following
operation:
P=S@&R
Alice cannot do this alone; because she does not have R. Bob cannot do it either, as it does not know

S. The only way to regenerate P is for Alice and Bob to come together, enter their respective pieces of
the secret (i.e. S and R, respectively), perform an XOR operation and generate P.

@ 10.10 Virtual Elections

Points for classroom discussions

1. [Is it technically possible to have elections on the Internet? How? What sort of infrastructure would
be needed for this?

2. Whar would be the main concerns in such a virtual election?

3. What would be the use of digital signatures and encryption in virtual elections?

Another situation where cryptography is useful is virtual elections. Computerized voting would
become quite common in the next few decades. As such, it is important that the protocol for virtual
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E 10.12 Creating a VPN

Points for classroom discussions

1. Review the concepts of a VPN.
2. Discuss the pre-requisites of a VPN.
3. Create a VPN and test it, as explained below.

There are many companies/Web sites that offer free VPN software. An example is http://sunsite.dk/
vpnd. This VPN software runs on Linux operating system. For the purpose of setting up the VPN,

proceed as follows:

1. Use five layer-2 hubs, two routers (Rl and R2), two PCs running Linux (P1 and P2), which
function as routers and five general purpose computers to form the intranet shown in Fig. 10.11.

Net-1

ol C

Net-4

W NN RO W W W W W N W BB e e e e

FFig.10.11 VPN set up

2. Download and compile a VPN software for Linux and install it on the two Linux computers (P1
and P2).

3. Configure the VPN software so that it encrypts all the communication between the two
computers.

4. Run software on the checker computer (C), which will capture and display all packets traveling on
network 1.

5. Do a TELNET from a computer in location 1 on to another computer in location 2. Verify that all
data is encrypted.
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Mathematical Background

A.1 Introduction

Some readers may like to know the mathematical background behind the various cryptography
techniques. We outline a few key concepts that are essential for this purpose. However, we must point
out that this is not mandatory for a reader who is not keen to study these details, instead, is content with
the conceptual view of cryptography.

A2 Prime Numbers

A.2.1 Factoring

Prime numbers are very important in cryptography. A prime number is a positive integer, greater than
1, whose only factors are 1 and itself. That is, a prime number cannot be divided by any number other
than 1 and itself. It should be obvious that 2, 3, 5, 7, 11, ... are prime numbers and 4, 6, 8, 10, 12, ...
are not. There are an infinite number of prime numbers. Cryptography uses prime numbers heavily.
Especially public key cryptography has its roots in prime number theory.

Figure A.1 shows a Java program for finding out whether any given integer is prime or not.

The reader is encouraged to modify the above program so as to automatically test for numbers from
2 to 1000 for primality. That is, the program should run a loop to test for all numbers between 2 and
1000 as to whether they are prime or not.

Two numbers are relatively prime when they have no factors in common other than 1. If the
Greatest Common Divisor (GCD) of a and n is 1, it is written as ged (a, n) = 1. As we will note, the
numbers 21 and 44 are relatively prime (because they have no factors in common), but the numbers 21
and 45 are not (because they have a factor 3 in common).

A.2.2 Euclid’'s Algorithm

A method of calculating the GCD of two numbers is by using the Euclid’s algorithm. Let us write the
C language representation of this algorithm, as shown in Fig. A.2.
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ff Java program to Lest whether a given number 15 prime
{1 Author: Atul Kahate

public class Primefest |
public static void main (5tring [] args) |
tnt rumberToTest = 101:
intm=0;

if (numberToTest <=1} {

System. out . printin {"The nueber * + numberTaTest + = 15 NOT prime” ) ;

return:

}

for (int 1=2: 1enumberiolest - 1: 1++) {
m = numberTolTest % 1:
if (mw=Q) {

System out printin {"The number © + numberToTest + " 15 NOT prime™);

return;
)

System, out.printin ("The number * + numbarToTest + * IS prime™);

Fig. A.1 Java program to test whether a number is prime or not

int god (int x, int y)
{

int a:

/* If the numers are T‘rEQatWE. make them pﬂS‘itivE xf
it {x = )

K= X
if (y <0

y = -y

/* Mo point going ahead if the sum of the numbers 15 0 */
1f {((«+ y) =0}
{
printf {"The sum of %d and %d 35 0, ERROR!™, =, ¥},
return-1;

}
4=y
while (x = [}
{
da = X
X = y§ a:
¥ = a;
}

return a;

Fig. A.2 Clanguage representation of the Euclid’s algorithm
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Let us trace the algorithm for x = 21 and y = 45. The trace is shown in Figure A.3.

x ¥ A
21 45 | NA
3 21 21
0 3 3

Fig. A.3 Trace of the Exclid’s algorithm

As we can see, ged (21, 45) = 3 from the above table. By our earlier definition, therefore, 21 and 45
are not relatively prime.

A.2.3 Modular Arithmetic and Discrete Logarithms

. Modular arithmetic is based on simple principles. Modulo is the remainder left after an integer
division. For example, 23 mod 11 = 12, because 12 is the remainder of the division 23 / 11. Modular
arithmetic then says that 23 and 11 are equivalent. That is, 23 = 11 (mod 12). In general, a ° b (mod n)
if a = b + kn for some integer k. If a > 0 and 0 <b < n, then b is the remainder of the division a / n. Other
names for these are: residue for b and congruent for a. The triple equal to sign (°) denotes
congruence. Cryptography uses computation mod n very frequently.

Modular exponentiation is a one-way function used in cryptography. Solving it is easy. For example,
consider a* (mod n), given the values of a, x and n. It is quite simple to solve. However, the inverse
problem of modular exponentiation is that of finding the discrete logarithm of a number. This is quite
tough. For instance, find x where a* = b (mod n). As an example, if 3* ® 15 (mod 17), then x = 6. For
large numbers, solving this equation is quite difficult.

A.2.4 Testing for Primality

If p 1s an odd prime number, then the equation x*=1 (mod p) has only two possible solutions, x = 1 and
= -1. We shall not discuss the proof of this.

A25 Square Roots Modulo a Prime

If n is the result of the multiplication of two prime numbers, then the ability to find out the square root
mod n is equivalent to the ability of factoring n. That is, if we know the prime factors of n, then we can
easily calculate the square roots of a number mod n.

A.2.6 Quadratic Residues

If pis prime and 0 < a < p, then a is a quadratic residue mod p, if:
x° = a (mod p) for some x
For instance, if p = 7, the quadratic residues are 1, 2 and 4, because:

I°=1=1(mod7)
2?=4=4(mod 7)
32 =9=2(mod 7)
4 =16 =2 (mod 7)
52=25=4(mod 7)
6°=36=1 (mod7)
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E A.3 Fermat's Theorem and Euler’'s Theorem

Two theorems that are significant to public key cryptography are Fermat's Theorem and Euler’s
Theorem.

A.3.1 Fermat's Theorem

This theorem states the following:
If p is prime and a is a positive integer not divisible by p, then we have:

@'=1(mod P)
Let us have a = 3 and p = 5. Then, as per the above theorem, we have:
3¥1=3"=81=1 (mod 5)

Hence the proof.

Another form of this theorem states that if p is prime and a is any positive integer, then the following
equation holds:

a’=amod p
Let us consider a few examples:

1. Let a=3 and p = 5, then we have:
(i) @ = 3° = 243. Now, if we compute 243 mod 5, we will have a result of 3.
(ii)amod p=3mod 5 =3.
Hence, we have: 3° =3 mod 5.
2. Leta=4 and p = 8, then we have:
(i) & = 4° = 65536. Now, if we compute 65536 mod 8, we will have a result of 0.
(ii) @ hod p=4 mod 8 = 4.
Now, the results of the above two steps are not malching This is because p is not prime.
3. Leta =4 and p =7, then we have:
(i) @ = 4" = 16384. Now, if we compute 16384 mod 7, we will have a result of 4.
(ilamod p=4mod 7 =4.
Hence, we have: 4’ = 4 mod 7.

A.3.2 Euler's Theorem

Before discussing Euler’s theorem, we need to discuss the Euler Toient Function. This function is
written as j(n), where j(n) is the number of positive integers less than n and relatively prime to n.

For instance, if n = 6, the positive integers less than n are 1, 2, 3, 4, and 5. Of these, only 1 and 5 do
not have any factors common with 6. Thus, j(n) = j(6) = 2. Note that the number 6 15 not prime. Let us
consider a prime number n = 7. Here, all the positive integers preceding it (i.e. 1 to 6) are relatively prime
to it. In general, for a pnime n, j{n) = (n - 1).

Further, suppose p and g are two prime numbers. Then, for n = pg, we have:

Jn) = jpg) = j(p) X j(g) = (p-1) X (g-1)
Letp=3,g=7.Then,n=pxq=21.
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Therefore, ¢(n) =j(21)= ¢(3) x $(7) =2 x 6 = 12, where the 12 integers are 1, 2, 4, 5, §, 10, 11, 13,
16, 17, 19, 20.
Based on this, Euler’s theorem says that for every a and n, which are relatively prime, we have:

a/™ = 1 (mod n)

Let a =3 and n = 10. Then, we have:
Jj(n) = j(10) = 4, the 4 numbers being 1, 3, 7 and 9.
So, ai'"™ = 3* = 81 = 1 (mod 10).

E A.4 Chinese Remainder Theorem

The Chinese Remainder Theorem uses the prime factorization of a number n to solve a system of
equations. In general, if the prime factors of n are p; * p,* ... * p,, then, the system of equations

xmod p, = q,
wherei=1,2,...,¢

has a unique solution x, provided x < n.
That is, for a number less than the product of a few primes, is uniquely identified by its residues
moduls of those prime numbers.

For example, suppose we have two prime numbers as 5 and 7. Suppose that 16 is our number. Then,
we have:

l6mod 5 =1
16 mod 7=2

There is only one number smaller than 5 * 7, i.e. 35 that has these residues: 16. These two residues

can be used to umiquely determine the number. This can be proven by using the Java program shown in
Fig. A.4.

{/ Java program to test Chinese remainder theorem basics
{/f Author; Atul Kahate

public class PrimeTest |
public static void main {String [] args) |
int kl=5, k2 =17;

for (int i=2; 1<35; 1++) |
intnl =1i%kl;
ntnd =1 % kZ:

System.out.printin ("Number =" + i + "Residues="+nl +" and " +n2):

Fig. Ad Chinese remainder theorem test
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(b) Multiply the cross-sectional values. (In this case, it means (18 x 19) and (21 x 2)).
(c) Subtract the results of these multiplications. (In this case, it means (18 x 19) - (21 x 2) =
300).

When we compute the adjoint of other elements, the matrix looks as follows:

+300 -357 +6
313 4313 0
+267 -252  -51

. Now we need to transpose the matrix, that is, write columns as rows. Thus, values in column | of

the matrix (i.e. +300, -313, and +267) will now become the values in row 1, and 50 on. The result
looks as follows:

+300 313 +267
-357 4313 -252
+6 + -51

The determinant of the original matrix is -939, In Hill cipher, we need to take a mod 26 of this
value, 1.e. -939 mod 26 = -3. But we will disregard this possibility. Therefore, the inverse of the
matrix is:

300/-939 -313/-939 267/-939
-357/-939 313/-939 -252/-939
6/-939 0 -31/-939

As another example, consider the following matrix;

20 15 18
78 95 56
43 89 32

Adjoint of this matrix is:

-1944 1122 -870
-88 -134 284
2857 -1135 730

Determinant is 11226
Therefore, inverse 1s:

-1944/11226  1122/11226 -870/11226
-88/11226 -134/11226 284/11226
2857/11226 -1135/11226  730/11226

m A.11 Mathematics behind Cryptographic

Operation Modes (Reference: Chapter 3)

This section describes the mathematics behind the vanious modes of cryptographic operations, as
described in Chapter 3 of this book.
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* Cipher Block Chaining (CBC) mode

In the Cipher Block Chaining (CBC) mode, each cipher text block 15 passed through the decryption
algorithm. The result then gets XORed with the previous cipher text block to yield the original plain text
block. To have a look at the mathematics, let us have:

C_{ = E’k [Cj-l KGR PI-I
Based on this:

Cii XORD, [C]=C;,, XORC,, XORP;=P,
To produce the first block of cipher text, we know that an Initialization Vector (IV) is used, which is

XORed with the first plain text block. Hence, for decryption, the first cipher text block 1s XORed with
the IV to get the first block of plain text.
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Number Systems

B.1 Introduction

A number system contains a set of numbers that have common characteristics. Let us discuss the
common number systems that are used by humans (decimal) as well as computers (binary, octal,
hexadecimal). In any number system, three aspects determine the value of each digit within a number:

1. The digit itself.
2. The position of the digit in that number.
3. The base of the number system.

The base of a number system is the number of different symbols used in that system. For example,
in decimal number system the base is 10, because it uses 10 different symbols from 0 to 9.

rﬂ B.2 Decimal Number System

As we know, the decimal number system contains 10 different symbols, 0 to 9. Therefore, its base is
10. Thus, a number in the decimal number system is actually represented by multiplying each digit by its
weight and then by adding ail the products. For example, the value of a number 4510 in decimal number
system is calculated as shown in Figure B.1.

Thousands Hundreds Tens Ones Total
position position position position
4 x 103 5 x 102 ¥ 1x107 + ox19 -
4 x 1000 5x 100 + 1x10 + 0x1 -
4000 500 + 10 + 0 4510

Fig.B.1 Representation of a decimal number
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{a B.3 Binary Number System

The binary number system contains only two distinct symbols (called as binary digits or bits), 0 and 1.
Therefore, its base is 2. We had used the increasing powers of 10 from right to left to represent decimal
numbers. Here, we use increasing powers of 2. Thus, the value of a binary number 1001 in decimal is
calculated as equal to 9 as shown in Figure B.2.

4™ position 3" position 2™ pasition 1%t position Total
1x23 0x 22 + ] ox2 * | 1x2° -
1x8 Ox4 + Ox2 + 1x1 -
a8 0 + 0 + 0 = a

Fig.B.2 Binary number representation

How can we convert a decimal number to its equivalent binary number? For that, we divide the
number continuously by 2 till we get a quotient of 0. In every stage, we get O or 1 as the remainder.
When we write these remainders in the reverse order, we get the equivalent binary number, This is as
shown in Figure B.3, for a decimal number 300,

Divisor | Quotient | Remainder
2 500 \
2 250 0
2 125 0
2 62 1
2 31 0
2 15 1 )
2 7 1
2 3 1
2 1 1
0 1

Fig. B.3 Decimal to binary conversion

Here, the number 500 is divided continuously by 2, each time noting down the remainder {0 or 1).
Finally, when the quotient is 0, we stop the process and write down the remainders in the reverse order.
As we can see, the binary equivalent of a decimal number 500 is 111110100.

B.4 Octal Number System

We know that the decimal number system has a base of 10 and that the binary number system has a base
of 2. Similarly, the octal number system has a base of 8, as it represents 8 distinct symbols (0 to 7). The
same principles, as discussed earlier are used for converting an octal number to decimal or vice versa.
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The only change is, now 8 is used for multiplying weights or dividing quotients successively. So, a
number 432 in octal can be converted into its decimal equivalent as shown in Fig. B.4.

3" position 2™ position 1%t position Total
4 x 8° + 3x 81 + 2 x 80 =
4 x 64 + | 3x8 * 2x 1 -
256 + | 24 + 2 = | 282

Fig.B.4 Octal todecimal conversion

Let us work backwards and convert the decimal number 282 thus obtained to see if we get back the
original octal number 432, as shown in Fig. B.5. Note that we go on dividing the decimal number
continuously by 8 now, until we obtain a quotient of 0. In each case, we note the remainder and in the
end, write all the remainders in the reverse order to get the equivalent octal number.

L

Divisor Quotient | Remainder
8 282
8 35 2
8 4 3
0 4

Fig. B.5 Decimal to binary conversion
As the figure shows, the decimal number 282 is the same as octal number 432.

E B.5 Hexadecimal Number System

Hexadecimal number system is actually a superset of the decimal number system. We know that the
decimal number system has 10 distinct symbols, from O to 9. Hexadecimal number system has all these
10 symbols and has 6 more (A through F). Thus, the hexadecimal number system contains 16 different
symbols from 0 to 9 and then A through F. The symbol A in hexadecimal is equivalent to the decimal
number 10, the symbol B is equivalent to the decimal number 11 and so on, which means that the last
symbol F in hexadecimal number system is equivalent of the decimal number 15.

We follow the same conversion logic as we used for binary and octal number systems. The base is
now 16. Let us convert a hexadecimal number 683C into its decimal equivalent, as shown in Fig. B.6.

4th position ard position 2M nosition 1% position Total
6 x 16° 8 x 162 +| 3x18 Cx 167 -
6 x 4096 8 x 256 + 3x16 12x1 -
24576 2048 + | 48 12 = | 26684

Fig.B.6 Hexadecimal to decimal conversion
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As before, let us convert this decimal number 26684 to see if we get back the hexadecimal number
683C using a decimal-to-hexadecimal conversion method, as shown in Fig. B.7.

Divisor Quotiant | Remainder
18 26684 ‘
16 1667 c
16 104 3
18 8
E

Fig. B.7 Decimal to hexadecimal conversion
We can see that we indeed obtain 683C in hexadecimal as equivalent of the decimal number 26684,

i_ﬂ B.6 Binary Number Representation

From the context of computers and data communications, the binary number system is most important,
because it is used inside the computers to represent any a!phabet, number or symbol. Therefore, let us
discuss some aspects related to binary numbers.

* Unsigned binary number All binary numbers are unsigned by default, which means that they are
positive. This is true in the case of decimal numbers as well. When we write a decimal number 457, we
mean that it is implicitly (+)457. Let us now try to figure out the maximum number representation
capabilities of the binary number system. As before, let us take the simple example of decimal number
system.

Suppose we have a single slot, where we can store one decimal digit. How many different values it
can store? Of course, it can store a digit between 0 and 9, thus 10 different values. Instead, if we decide
to store a binary digit there, how many different values can it take? Of course, it can take a value of 0 or
1, thus 2 different values, where 1 is the maximum.

Now let us assume that we have two slots. If we decide to write decimal digits in each of them, then
we can store a minimum number of 00 and a maximum number of 99 in decimal in these slots. Similarly,
in binary, we can write 00 as the minimum number and 11 as the maximum number. Since binary 11 is
3 1n decimal, the maximum number that we can in binary is actually decimal 3.

If we note, a pattern is emerging. Each new slot can accommodate the maximum digit in a given
number system. Thus, if we have three slots, we can have the maximum decimal number as 999 and the
maximum binary number as 111 (which is 7 in decimal).

Let us tabulate these results only for binary numbers, as shown in Fig. B.8. We shall continue the list,
as we are observing some commeonalities as shown in the last column.

The last column indicates how we can find out the maximum number possible in any storage
allocated for binary numbers. It is simply 2 raised to the number of bit positions allocated minus 1.
Thus, when we have 8 slots or 8 bit positions, we can represent decimal numbers from 0 (minimum
number) to 255 (maximum number), a total of 256 different numbers. Since a computer byte generally
contains 8 bits, a byte can represent one of the 256 distinct values (i.e. a number between 0 and 255).
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B C.3 Perfect Secrecy

A cryptosystem wherein the cipher text gives absolutely no information about the plain text (except its
size) achieves perfect secrecy. According to Shannon, this is possible only if the number of possible
keys is greater than or equal to the number of possible messages. That is, the key must be equal to or
longer than the message itself and no key should be reused. Thus, one time pad is the only candidate for

perfect secrecy.

C.4 Unicity Distance

Unicity distance is the approximation of the amount of cipher text so that the sum of the real
information (entropy) in the corresponding text, plus the entropy of the encryption key equals the
number of cipher text bits used. Furthermore, cipher texts longer than this distance are fairly certain to
decrypt to only one plain text. On the other hand, cipher texts shorter than this distance generally have
multiple, equally valid decryptions. Therefore, they are more secure, as the cryptanalyst has to pick up
the correct one.,
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